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Abstract— Visual tracking is a task of localizing a target
unceasingly in a video with an initial target state at the first
frame. The limited target information makes this problem an
extremely challenging task. Existing tracking methods either
perform matching based similarity learning or optimization
based discrimination reasoning. However, these two types of
tracking methods suffer from the problem of ineffectiveness
for distinguishing target objects from background distractors
and the problem of insufficiency in maintaining spatio-temporal
consistency among successive frames, respectively. In this paper,
we design a joint spatio-temporal similarity and discrimination
learning (STSDL) framework for accurate and robust tracking.
The designed framework is composed of two complementary
branches: a similarity learning branch and a discrimination
learning branch. The similarity learning branch uses an effec-
tive transformer encoder-decoder to gather rich spatio-temporal
context information to generate a similarity map. In parallel,
the discrimination learning branch exploits an efficient model
predictor to train a target model to produce a discriminative
map. Finally, the similarity map and the discriminative map
are adaptively fused for accurate and robust target localization.
Experimental results on six prevalent datasets demonstrate that
the proposed STSDL can obtain satisfactory results, while it
retains a real-time tracking speed of 50 FPS on a single GPU.

Index Terms— Video object tracking, joint learning, spatio-
temporal similarity, spatio-temporal discrimination, adaptive
response map fusion.

I. INTRODUCTION

N RECENT years, video object tracking has become a hot
research topic in the field of video analysis, and it has
numerous applications, such as human object interaction [1],
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video surveillance [2], autonomous driving [3] and motion
estimation [4]. This task aims to continuously localize a
target in a video sequence by initializing the target state
with a rectangle/rotated box at the first frame. Despite con-
siderable development being made over the past years, there
are still many challenges, such as deformation, occlusion,
background clutter, etc. In the community, many researchers
have developed various deep learning methods for video
object tracking [5], [6]. The recent tracking methods contain
matching based similarity learning methods and optimization
based discrimination learning methods.

The matching based similarity learning methods
(e.g., SiamRPN++ [7], SiamFC++ [8], SiamCAR [9],
SiamGAT [10], STMTrack [11]) usually perform direct
reasoning from reference frames to a test frame to facilitate
visual tracking. Existing similarity learning methods deploy
cross-correlation operations [7], [8], [9], a graph attention
network [10] or a space-time memory network [11] to
produce intermediate feature-level similarity maps between
a test frame and reference frames for classification and
regression. As the feature-level similarity maps can convey
spatio-temporal context information from the reference
frames to the test frame, these similarity learning methods
can favorably preserve rich spatio-temporal cues with
considerable time efficiency. Despite obtaining the favorable
performance, the similarity learning methods heavily depend
on the generalization of feature matching network learnt off-
line for accurate tracking, and thus they suffer from limited
discrimination and generalization capability (as shown on
the first row in Fig. 1). Therefore, it is possible to introduce
discrimination learning into the similarity learning methods
to improve their capability of distinguishing target objects
from background distractors.

The optimization based discrimination learning methods
(e.g., ATOM [12], DiMP [13], PrDiMP [14], TrDiMP [15],
DCFST [16]) typically use reference frames to train a discrim-
inative target model, and then apply this model to a test frame
to facilitate visual tracking. Existing discrimination learn-
ing methods employ discriminative correlation filters [12],
deep discriminative models [13], [14], [15] or discriminant
models [16] to perform online discrimination learning to pro-
duce response-level discriminative maps for target localization.
The model predictors in the discrimination learning methods
have superior distractor discrimination capability. However,
these discrimination learning methods only consider reference
frames as independent samples, which fails to fully exploit rich
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Fig. 1. Comparisons of our STSDL with STSL and STDL on three videos
from the OTB2015 dataset. The three videos from top to bottom are Freeman4,
Diving and Soccer, respectively.

spatio-temporal context cues. The spatio-temporal context cues
contained in successive frames are vital for achieving spatio-
temporal consistent tracking results, which has been proven
by some similarity learning methods [11] (as illustrated on the
second row in Fig. 1). Thus, it is possible to incorporate spatio-
temporal similarity learning into the discrimination learning
methods to perform accurate target localization across spatio-
temporal dimensions.

The aforementioned analysis indicates that the matching
based similarity learning and the optimization based discrim-
ination learning are complementary to each other. The former
can fully exploit the spatio-temporal context information but it
struggles to discriminate target objects from similar distractors.
In contrast, the latter is more effective to discriminate similar
objects but struggles to maintain spatio-temporal consistency.
Therefore, it is reasonable to perform joint spatio-temporal
similarity and discrimination learning in a unified framework
to explore their potentials. As these two types of learning
methods solve the tracking task from different perspectives,
there are some challenges for their integration. The matching
based similarity learning methods rely on intermediate feature-
level similarity maps for classification and regression [7],
[8], [11]. In contrast, the optimization based discrimination
learning methods produce direct response-level discriminative
maps for target localization [13], [14], [15]. It is nontrivial to
design a joint learning framework to integrate the feature-level
similarity maps and response-level discriminative maps to take
full advantage of their complementary properties.

In this work, we propose a novel joint learning framework
to model the spatio-temporal similarity and discrimination for
visual tracking. The proposed learning framework mainly con-
tains two parallel branches: a similarity learning branch and a
discrimination learning branch. The similarity learning branch
deploys a transformer encoder-decoder to gather rich spatio-
temporal context information to produce a response-level
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similarity map, while the discrimination learning branch
employs a few-shot learner to produce a response-level
discriminative map to discriminate target objects from back-
ground clutters. Afterwards, the outputs (i.e., the similarity
and discriminative maps) from these two parallel branches are
adaptively fused to encode both spatio-temporal similarity and
discrimination information for target localization.

Fig. 1 compares the proposed joint spatio-temporal similar-
ity and discrimination learning (STSDL) with spatio-temporal
similarity learning (STSL) and spatio-temporal discrimination
learning (STDL). As shown on the first row, STSL that
merely performs similarity learning is distracted by simi-
lar objects (see the green boxes). However, the proposed
STSDL which performs joint similarity and discrimination
learning can effectively discriminate between the target object
and similar distractors (see the red boxes). Furthermore,
as depicted on the second row, STDL that only conducts
discrimination learning cannot enclose the whole diver (see
the blue boxes). In contrast, the proposed STSDL can obtain
the accurate bounding boxes of the diver (see the red boxes),
which benefits from the similarity learning to preserve the
spatio-temporal consistency. Moreover, as illustrated on the
third row, when the tracking scenario becomes much more
challenging, both STSL and STDL cannot achieve satisfactory
tracking results (see the green and blue boxes). In contrast,
the proposed STSDL that incorporates both similarity learning
and discrimination learning can effectively discriminate the
target object from background clutters and consistently obtain
the accurate bounding boxes of target objects (see the red
boxes).

This paper makes four-fold contributions as follows:

« A novel joint spatio-temporal similarity and discrimina-
tion learning framework is proposed for visual tracking,
which fully exploits the merits of both similarity learn-
ing approaches and discrimination learning approaches
to enhance the robustness of response map for target
localization.

o A lightweight transformer is carefully designed in the
similarity learning branch to gather rich spatio-temporal
context information, which is beneficial to preserve the
spatio-temporal consistency information in a similarity
map.

o An efficient few-shot learner is naturally introduced into
the discrimination learning branch to discriminate target
objects from background distractors, which is effective to
retain the spatio-temporal discriminative information in a
discriminative map.

« An adaptive response map fusion module is devised to
aggregate the complementary response maps from the two
branches, which are parallel with each other and share the
feature extraction and the loss computation, facilitating
the learning framework end-to-end trainable.

We conduct experiments on six prevalent datasets (i.e.,
GOT10K, TrackingNet, LaSOT, UAV123, OTB2015 and
VOT2020). The evaluation results show that our STSDL
can obtain the state-of-the-art performance with a real-time
tracking speed.
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II. RELATED WORK

In this section, we firstly give a brief review of video
technologies, and then review the recent video object tracking
technologies. We roughly divide the recent video object track-
ing methods into four categories: tracking by discriminative
correlation filters, tracking by discrimination learning, tracking
by similarity learning, and tracking by transformers.

A. Video Technologies

In recent years, video technologies have been developed
rapidly with a wide range of real-world applications, and
nowadays there are various video-related tasks emerging,
including person retrieval, person re-ID, video object detec-
tion, video object segmentation, video object tracking, etc. For
person retrieval, AMR [17] develops an attribute mining and
reasoning framework to mine discriminative attribute features
and discover their latent relations in a person retrieval system
for video surveillance. APN [18] employs deep reinforce-
ment learning to dynamically search for the optimal partition
settings for various pedestrian images to construct a robust
retrieval system. For person re-ID, U-SSL [19] uses pseudo-
pairs to perform self-similarity learning for unsupervised
person re-ID, which can be applied to video surveillance
systems. The work in [20] deploys generative adversarial net-
works to produce adversarial examples for generative metric
learning, providing a reliable re-ID system in the open world.
For video object detection, TCNet [21] presents a triple-
cooperative framework to boost the detection performance
from the perspectives of target localization, class recognition
and relation learning. GGMLCN [22] exploits the global mem-
ory using a global memory bank and the local continuity using
an object tracker for high-speed high-accuracy video object
detection. For video object segmentation, STM [23] develops
a space-time memory network, serving as an external memory
to store the object features and masks at historical frames,
to segment the object at current frame. LOAGLC [24] per-
forms target-aware correspondence learning to obtain temporal
coherent object-level features for accurate and robust video
object segmentation. For video object tracking, e-TLD [4]
presents a tracking-learning-detection framework using a mov-
ing event camera for long-term tracking. As an advanced video
object tracking method, the proposed STSDL that performs
joint spatio-temporal similarity and discrimination learning
can also provide potential inspirations for other video tech-
nologies, such as person re-ID, video object detection, video
object segmentation.

B. Tracking by Discriminative Correlation Filters

Discriminative correlation filters have been developed
rapidly in the past decade [25], [26], [27], [28], [29], [30],
[31]. DCF [25] is a real-time correlation filter based track-
ing method, which regresses the circular shifts of a sample
to the Gaussian-shaped labels. After that, many tracking
methods have been developed by researchers to address the
drawbacks of DCF. For instance, MCPF [32] combines the
particle filters with correlation filters to deal with scale vari-
ations. DeepCFIAP++ [33] incorporates the instance-aware
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proposals into correlation filters to cope with various com-
plex tracking scenarios. To alleviate spatial effects, several
methods [27], [34] introduce spatial regularizations to train
correlation filters. To mitigate temporal degradations, some
methods [29], [34], [35] introduce temporal regularizations
into correlation filter learning. Modern discriminative correla-
tion filters [26], [36], [37], [38] usually extract deep features
to represent target objects. HCF [36] incorporates hierarchical
responses from multiple convolutional layers for target local-
ization. To reduce the redundancy among high dimensional
deep features, ECO [37] learns a factorized matrix on-line
to compress deep features. Although performance gains can
be obtained by using these advanced techniques, the tracking
speed becomes non-real time. In contrast to the aforemen-
tioned tracking methods that employ discriminative correlation
filters for 2D target localization, OTR [39] performs 3D target
reconstruction by learning some view-specific discriminative
correlation filters for RGB-D tracking.

C. Tracking by Discrimination Learning

Inherited from discriminative correlation filters, deep dis-
criminative models have receieved considerable attention by
researchers in visual tracking community [12], [13], [14],
[16], [40], [41]. ATOM [12] employs an online classifier
to ensure its discriminability in the presence of distractors.
DCEFST [16] incorporates the solver of a discriminative target
model into neural networks to optimize the feature embedding
for robust tracking. DIMP [13] develops a deep regression
network to predict a discriminative target model by using both
target and background context information. PrDiMP [14] trains
a probabilistic regression network with a Kullback-Leibler
divergence loss for conditional probability density estimation.
Considering DiMP as the baseline tracker, KYS [40] further
utilizes complex scene information (e.g., target, background,
distractor) for more discriminative tracking. CARE [42] uses
a cascaded regression framework with two sequential stages
(i.e., convolutional regression stage and ridge regression stage)
for discriminative tracking. DET [43] develops an ensemble
learning framework to train diverse discriminative models for
robust tracking. Although these deep discriminative model
based tracking methods can achieve favorable performance,
they cannot take full advantage of the rich spatio-temporal con-
text information, which is crucial to achieve spatio-temporal
consistent tracking results. In contrast to the existing dis-
crimination learning methods, our STSDL further introduces
a lightweight transformer encoder-decoder in the similarity
learning branch to preserve spatio-temporal consistency.

D. Tracking by Similarity Learning

Siamese networks [7], [8], [44], [45], [46], [47], [48],
[49] have drawn much more attention in the past few years.
SiamFC [44] is the first tracking method to match the initial
template with the current search region by using a Siamese
network. After that, SiamRPN [45] integrates a region pro-
posal network into a Siamese network for accurate tracking.
GradNet [50] takes advantage of the discriminative gradient
information to update the template in a Siamese network to
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capture the appearance variations of targets or background
clutters over time. LK-SiamFC/LK-SiamRPN [46] introduces
a Lucas-Kanade network into SiamFC/SiamRPN for more
accurate matching. C-RPN [51] introduces cascaded RPNs
from low-level to high-level into a Siamese network to address
the challenges of similar background clutters and large scale
variations. To facilitate SiamRPN with powerful backbones,
some anchor-based Simese networks (e.g., SiamRPN++ [7]
and SiamDW [52]) have been developed to alleviate the
influence of padding in different manners with considerable
performance gains. SiamLTR++4 [53] introduces a ranking
network into SiamRPN++ to rank proposals for robust
tracking. Although these anchor-based Siamese networks can
achieve favorable performance, they require to cautiously
configure anchor boxes. To avoid the problem, some anchor-
free Siamese networks (e.g., SiamFC++ [8], SiamCAR [9],
SiamBAN [54], SiamTDN [55] and SiamGAT [10]) have been
proposed for direct target classification and bounding box
regression. STMTrack [11] develops a space-time memory
network to cope with the problem of target appearance varia-
tions for anchor-free Siamese tracking. Although the Siamese
networks obtain the favorable performance, they cannot effec-
tively discriminate target objects from background distractors.
In contrast to the existing similarity learning methods, our
STSDL further introduces an efficient few-shot learner into the
discrimination learning branch to discriminate target objects
from similar distractors.

E. Tracking by Transformers

Recently, transformers have been naturally introduced into
visual tracking for their excellent performance in other com-
puter vision tasks. The first type of transformer based tracking
methods [15], [56] typically use transformers to predict the
discriminative features for tracking. For instance, DTT [56]
feeds both reference frame and test frame into a transformer to
estimate the target state. In particular, the transformer encoder
is responsible for feature encoding, whereas the transformer
decoder is employed for feature matching. TrDiMP [15] uses
encoded features of reference frame to train a discriminative
target model, which is further convolved with decoded features
of test frame for target localization. The second type of
transformer based tracking methods [57], [58], [59], [60]
stack features of both reference frame and test frame with
transformers. For instance, TransT [57] uses multiple attention
layers to fuse features for target classification and regression.
Following the paradigm of DETR [61], STARK [58] adopts
a full transformer to mix template and search region features
for bounding box prediction. TOMP [59] also employs another
full transformer from DETR [61] to predict the parameters of a
target classifier and a bounding box regressor. The third type
of transformer-based tracking methods [60], [62], [63] typi-
cally construct one-stream unified tracking frameworks with
transformers. For instance, MixFormer [60] combines feature
extraction and feature fusion by using iterative mixed attention
modules for end-to-end tracking. OSTrack [62] constructs a
transformer that combines feature learning and relation mod-
eling by allowing for bidirectional feature interaction between
template and search region.

7287

TABLE I
EXPLANATIONS OF MATHEMATICAL SYMBOLS IN METHODOLOGY

Explanation Symbol

Backbone features of reference frames Z € RNXHXWxC

Backbone features of test frame X € REXWxC

Target bounding boxes of reference frames B,cs € RNV x4
Target centers of reference frames Crer € RN X2
Ground-truth response maps of reference frames |R,.5 € RN XHXW
Target bounding box of test frame Biest € R*

Rtesi GRHXW
Rsim GRHXW
Ruis ERHXW
Rfus GRHXW
NHWxC
AZ eR x

Ground-truth response map of test frame
Predicted similarity map of test frame
Predicted discriminative map of test frame
Predicted response map of test frame
Attention features of reference frames

Encoded features of reference frames Ziene € RNHWXC
Attention features of test frame Ag € RHWXC
Xenc c RHWXxC

WGRKXKXC

Encoded features of test frame

Discriminative target model

Regulation parameter for discriminative loss A

Adaptive learning rate for discriminative target model ¥
Gradient of discriminative loss vL

Jacobian of residuals J

Although the transformer based tracking methods can
achieve excellent performance, they contain many attention
layers to calculate similarity matrices between feature maps,
thus leading to large memory usage and long training time.
This severely impacts the training and inference time. In com-
parison with these transformer based tracking methods, our
STSDL only uses a lightweight transformer encoder-decoder
(i.e., a single self-attention layer and a single cross-attention
layer) to capture the spatio-temporal context information,
which is memory and time efficient. Therefore, it is unfair
to compare our STSDL (with small model size) with the
transformer-based tracking methods (with large model size).

III. METHODOLOGY

In this section, we firstly give the framework of joint spatio-
temporal similarity and discrimination learning (STSDL) in
Sec. III-A. Then, we introduce the spatio-temporal similarity
learning branch in Sec. III-B and the spatio-temporal discrim-
ination learning branch in Sec. III-C. Afterwards, we illustrate
the adaptive response map fusion module in Sec. III-D. Finally,
we describe the offline training procedure in Sec. III-E and
the online inference process in Sec. III-F. Table I provides
a detailed explanation of the mathematical symbols in this
section.

A. Overall Framework

The basic idea of our novel framework stems from the
observation that similarity learning approaches can preserve
rich spatio-temporal cues to achieve accurate target local-
ization and discrimination learning approaches are robust
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Fig. 2. Overall framework of our STSDL. The proposed STSDL incorporates similarity learning and discrimination learning into a unified framework to
exploit the complementarity of similarity learning approaches and discrimination learning approaches for accurate and robust tracking. The framework consists
of two parallel branches: the spatio-temporal similarity learning (STSL) branch and the spatio-temporal discrimination learning (STDL) branch. The STSL
branch employs a transformer encoder-decoder to produce a similarity map, while the STDL branch resorts to a model predictor to generate a discriminative
map. Afterwards, the similarity map and discriminative map are merged by using an adaptive fusion module to attain the response map.

to discriminate between target objects and background dis-
tractors. In this paper, we propose a joint spatio-temporal
similarity and discrimination learning (STSDL) framework
to explore the advantages of the above two types of
approaches, producing complementary response maps for
accurate and robust tracking. Our proposed STSDL mainly
contains two complementary branches. The similarity learning
branch employs a transformer encoder-decoder to gather rich
spatio-temporal information in a similarity map while the
discrimination learning branch employs a few-shot learner
to encode discriminative target information in a discrimi-
native map. Afterwards, the proposed STSDL devises an
adaptive response map fusion module to aggregate the sim-
ilarity map and discriminative map as a final response map
(which preserves both spatio-temporal consistent information
and discriminative information) for accurate and robust target
localization.

Fig. 2 illustrates the STSDL framework. As shown in the
figure, the first frame and preserved past frames are treated
as reference frames, the current frame is treated as a test
frame. Firstly, the reference frames and the test frame are fed
into a shared feature extractor to extract backbone features
Z € RVXHXWxC gnd X € RE>XWXC | where H, W and C
denote the height, the width and the channel of backbone
features, respectively. N is the number of the reference frames.
Meanwhile, the reference frames are fed into a label generator
to produce Gaussian-shaped reference maps R,.; € RV>#>xW,
Afterwards, the spatio-temporal similarity learning branch
takes both Z and X as input, and it uses a transformer
encoder-decoder to convert R,y to a similarity map Ry, €
RHA*W according to the affinity between Z and X. In parallel,
the spatio-temporal discrimination learning branch also takes
both Z and X as input. It firstly uses a model predictor to
train a discriminative target model (where reference features

Z e RN*HXWxC and corresponding annotated bounding
boxes B,.r € RN >4 are treated as training pairs) by solving an
optimization problem, and then it convolves the discriminative
target model with X to predict a discriminative map Ry;s €
RAXW, Finally, the similarity map Ry;;, and the discriminative
map Ry;s from the two parallel branches are adaptively fused
into a response map Ry,;. The three core components of the
proposed STSDL consist of a transformer encoder-decoder
for spatio-temporal similarity learning, a model predictor for
spatio-temporal discrimination learning, and an adaptive fusion
module for response map fusion.

Fig. 3 illustrates four examples to show that the final
response maps can provide better target localization than
the intermediate similarity maps and discriminative maps.
As depicted on the first/second row, when the target objects
are interfered by background distractors, the similarity maps
are confused to localize the targets, whereas the discriminative
maps and the response maps can discriminate between target
objects and background distractors. As illustrated on the
third/fourth row, in the case of significant deformations or
large rotations, the discriminative maps suffer from inaccu-
rate target localization. In contrast, the similarity maps and
response maps can accurately localize the target centers.

B. Spatio-Temporal Similarity Learning

In this subsection, we introduce the first core component
of the proposed STSDL: a transformer encoder-decoder for
spatio-temporal similarity learning. As shown in Fig. 2, the
spatio-temporal similarity learning branch is responsible for
aggregating the rich spatio-temporal consistent target infor-
mation to produce a similarity response map. In recent years,
transformers have been proven to have great potentials to
perform information interaction or aggregation [23], [55], [64].
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(b) Similarity Map (c) Discriminative Map ~ (d) Response Map

(a) Search Region

Fig. 3.  Comparisons of similarity maps, discriminative maps and response
maps produced from our framework on four examples. The final response
maps can perform better target localization than both the intermediate simi-
larity maps and discriminative maps.

Therefore, the spatio-temporal similarity learning branch intro-
duces a lightweight transformer encoder-decoder to perform
similarity learning of rich spatio-temporal information.

The key components of the transformer encoder-decoder are
attention modules, which have a strong capability to establish
long-range dependencies of input features. In our spatio-
temporal similarity learning branch, the attention modules are
proposed to be more appropriate for visual tracking. Firstly,
the key K € R%*% and the query Q € R4*% are respectively
normalized across the channel dimension. Then, the similarity
matrix is computed and rescaled with a parameter t. Finally,
the rescaled similarity matrix is normalized with a softmax
function to weigh the value V € R/*%_ The above computa-
tion can be formulated as follows:

Norm(Q)N orm(K)

Attn(Q, K, V) = SoftMax( W, (D)

where Norm(-) refers to the I, normalization across the
channel dimension, and SoftMax(-) denotes the softmax
operator. Fig. 4 illustrates the lightweight transformer, which
consists of a transformer encoder and a transformer decoder
as follows:

1) Transformer Encoder: The transformer encoder takes the
reference feature Z € RNXHXWxC a5 input, which is further
reshaped as Z € RN#WXC for subsequent operations. For the
self-attention layer of the transformer encoder, it firstly applies
two separate linear functions ¢(-) and ¥ (-) to transform
the query and key, where the channel dimension can be
compressed from C to C/4 for efficient matrix multiplication.
Then, it computes the attention feature A, € RN# Wxc
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Fig. 4. Overview of our transformer encoder-decoder, which is applied in
the spatio-temporal learning branch. It is elaborately designed to propagate
spatio-temporal consistent target information from reference frames to a test
frame. Specifically, it propagates the labels of reference frames (i.e., reference
maps) to produce the label of a test frame (i.e., a similarity map) according
to the similarity between reference features and test feature.

according to Eq. (1) as follows:
A, = Atn(p (L), ¥ (2). 7). )

Afterwards, the attention reference feature AZ is added to the
reshaped reference feature Z, and the added feature is further
fed into the instance normalization layer of the transformer

encoder to produce the encoded reference feature Z., €
RNHWXC a5 follows:

Zene = InsNorm(Ay + 7, 3)

where InsNorm(-) denotes the instance normalization oper-
ator. The transformer encoder facilitates the reference feature
to be more representative in a reinforcement way, and thus
the encoded reference feature is more reasonable to perform
feature matching.

2) Transformer Decoder: The transformer decoder is com-
posed of a self-attention module and a cross-attention module.
The self-attention module takes the test feature X € RA*WxC
as input, and it processes the test feature X in a similar way as
the transformer encoder, i.e., the attention test feature is firstly
computed according to the similarity between the query and
the key, and then it is added to the reshaped test feature X for
instance normalization:

Ag = Arn@X), v (X), X), @
Xene = InsNorm(Ag + )A(), 5

where X € RFWXC Ac e RIWXC and X, € RFWXC
denote the reshaped test feature, the attention test feature and
the encoded test feature, respectively.

The cross-attention module, which is the primary compo-
nent of our transformer encoder-decoder, propagates the rich
spatio-temporal information according to the patch-level cor-
respondence between the test frame and the reference frames.
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Fig. 5. Overview of the discriminative model predictor, which is applied
in the spatio-temporal discrimination learning branch. It is carefully designed
to encode spatio-temporal discriminative target information in a target model
by using reference features, and then the predicted target model is convolved
with the test feature to produce a discriminative map.

The cross-attention module takes the encoded test feature
Xone € REWXC and the encoded reference feature Z,,, €
RNHEWXC aq inputs. It firstly uses the same linear function
to generate the query ¢(X€nc) and key go(ienc), respectively.
Then, it transforms the ground-truth maps R,.; € RV>HxW
of reference frames to the similarity map Ry;,, € RE*W of
test frame according to the similarity between the query and
the key as follows:

IA(sim = A””(‘p(zenc)s (p(Xenc)a liref)s (6)

RN*HXW g reshaped into ﬁref e RVHW for

RHW is reshaped as the similarity

where R,.r €
cross-attention, and Ry;,, €
response map Ry;,, € RFT>*W,

C. Spatio-Temporal Discrimination Learning

In this subsection, we describe the second core component
of the proposed STSDL: a model predictor for spatio-temporal
discrimination learning. As described in Sec. III-B, the spatio-
temporal similarity learning branch can aggregate the rich
spatio-temporal cues to provide the similarity map. Never-
theless, due to the lack of online adaptation, the similarity
learning branch cannot effectively cope with unseen targets,
and it is also vulnerable to discriminate between target objects
and background distractors. To overcome these limitations,
we further introduce a spatio-temporal discrimination branch
into the framework to produce a discriminative response map
as depicted in Fig. 2. Few-shot learners have been proven to
be effective to discriminate between different categories of
target objects [13], [14], [16]. Therefore, the spatio-temporal
discrimination learning branch employs a few-shot learner
(i.e., a model predictor) to perform online discrimination
learning.

As depicted in Fig. 5, the model predictor takes the back-
bone feature Z € RV*H*WxC and the target bounding box
B,.s € RN*4 as inputs to optimize the discriminative target
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model W € RE*KXC 1t initializes the discriminative target
model W with the features residing in the target region. Then,
it uses the features residing in both target and background
regions to train the discriminative target model W by using
the discriminative loss as follows:
1

2

T I11(Zi % W, CHIP+ AW, (7)
frain (ZisCi)GStrain

L(W)=

where Z; denotes the i-th training sample in the training
set Sirain, C; represents the corresponding center of target
bounding box B;, A\ is the regularization parameter. The
discriminative loss (s, ¢) is a combination of both regression
and hinge losses:

I(s,c) =ve - (mes + (1 —me)max(0,5) —ye),  (8)

where m., y. and v, denote the target mask, the regression
label and the spatial weight, respectively. Note that v., m,
and y. are learnable by using the model predictor.

According to Eq. (7), we employ the steepest gradient
descent to train the discriminative target model W in an
iterative manner as follows:

Wit =W/ —y v L(W). 9)

For fast convergence, the model predictor calculates an adap-
tive learning rate y as follows:

VLW 7 LW) 10

VT TLWHT 0T v L(WT)’ 1o

where Qj = (JHT(J7), J7 denotes the Jacobian of the resid-

uals at W/, As the optimization of W/ is fully differentiable,

thus the model predictor is end-to-end trainable in our network.

After obtaining the optimized target model W e RK*KxC

it is convolved with the test feature X € R¥>*WxC to generate

the spatio-temporal discriminative map Ryi; € RP*W ag

follows:

Ryis = W X. (11)

This online discrimination target model w has superior capabil-
ity to discriminate new targets from similar objects. It classifies
the test feature into the foreground target and the background
region. The spatio-temporal discriminative map of the discrim-
ination branch compensates for the spatio-temporal similarity
map of the similarity branch.

D. Adaptive Response Map Fusion

As described in Sec. III-B and Sec. III-C, we can obtain the
similarity response map from the similarity learning branch
and the discriminative response map from the discrimination
learning branch. In this subsection, we introduce the third
core component of our STSDL (i.e., an adaptive response
map fusion module) to integrate the similarity map and the
discriminative map. How to fuse the response maps in an
ensemble manner has been developed in some works [36],
[65], [66]. The fusion schemes contain maximum value, aver-
age peak-to-correlation energy and peak-to-sidelobe ratio, but
these handcrafted criteria may not be suitable for the proposed
framework.
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Fig. 6. Overview of the adaptive response map fusion module. Our response
map fusion module can adaptively integrate the similarity map and the
discriminative map into the final response map.

In this paper, we employ multi-layer perception (MLP)
layers to estimate the quality of the predicted similarity map
and discriminative map. As illustrated in Fig. 6, we firstly
employ a MLP layer to estimate the weight map, and then
we conduct element-wise multiplication between the simi-
larity/discriminative map and the corresponding weight map.
Finally, we integrate the similarity response map and the
discriminative response map in an adaptive manner. The
above calculation process can be mathematically formulated
as follows:

Rfus = AsimRsim) © Ryim + AdisRais) © Ry, (12)

where Ay, and Agis respectively denote the multi-layer
perception function for similarity map and discriminative map.
Agim! Agis contains two layers, where the first layer is imple-
mented as a 1 x 1 convolution with a ReLU activation function
and the second layer is implemented as a 1 x 1 convolution
with a Sigmoid activation function. Ry, denotes the final
response map, which encodes the complementary similarity
information and discrimination information for accurate target
localization.

E. Offline Training

Our network, which is composed of a feature extractor,
a transformer, a few-short learner and an adaptive response
map fusion module, is end-to-end trainable by loss minimiza-
tion. Given a test sample and its corresponding ground-truth
labels (X, Ryosr) € Spesr, We construct extra classification
losses Lgim, Lais and L r,s based on the response map Ry,
Ryis and Ry, as follows:

Lsim = Z lr Ryim, Rtest)'lz,
(X, Ryest)ESrest
Lis= D, IrRas, Rees),
(X, Reest) EStest
2
Efus = Z “r(Rfusv Rtest)| , (13)
(X, Reest) EStest

where r(-,-) denotes the classification loss as defined in
DiMP [13].

To end-to-end train the feature extractor, the transformer,
the few-short learner and the adaptive response map fusion
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Algorithm 1 Training Algorithm of Our STSDL

input : The test frame F;.;; = {F;} and the reference
frames Fy.r = {Fx_1, Fx—2,---, Fx—n}; The
bounding box of the test frame B;.5; = { By}
and the bounding box of the reference frames
Byef = {Bk-1, B2, -+, Bi—n}.

output: The final training loss L finar.

1 Extract backbone features of the reference frames Z
and backbone features of the test frame X by using a
shared feature extractor;

2 Generate ground-truth labels of the reference frames
R, and ground-truth labels of the test frame Rieq
by using a label generator based on By.f and B,

3 Feed Z, R,y and X into a lightweight transformer for
spatio-temporal similarity learning to produce a
similarity map Ry, by using Eq. (2)-(6) in Sec. IlI-B;

4 Feed Z, B,y and X into an efficient few-shot learner
for spatio-temporal discrimination learning to obtain
a discriminative map Rgis by using Eq. (7)-(11) in
Sec. 11I-C;

5 Feed Ry;,, and R ;s into an adaptive response map
fusion module to produce a final response map R fy
by using Eq. (12) in Sec. IlI-D;

6 Employ Rgipm, Ryis, Ryys and Ryeg to compute the
training loss L finq to train our network by using
Eq. (13)-(14) in Sec. III-E.

module in our joint learning framework, we gather the classi-
fication loss of similarity map Ly, the classification loss of
discriminative map Ly;y, the classification loss of fusion map
L rus, and the regression loss L., together to formulate the
final objective function, as follows:

»Cfinal = Lais + Lsim + »Cfus + /L»Creg’ (14)

where u is a weighting parameter, L., denotes the proba-
bilistic regression loss defined in PrDiMP [14]. The training
algorithm of the proposed STSDL is illustrated in Algorithm 1.

F. Online Inference

After network training, the parameters of our network are
fixed. In the online inference stage, the proposed STSDL is
similar to DiMP [13] and PrDiMP [14]. Given the initial target
state (i.e., annotated bounding box), the similarity learning
branch uses the transformer encoder-decoder to predict the
similarity map. In parallel, the discrimination learning branch
uses the model predictor to predict the discriminative map.
After prediction, the response map fusion module adaptively
gathers the similarity map and discriminative map into the
response map. The location corresponding to the maximum
value in the response map is the target center. After target
localization, an IoU predictor is further applied to predict
the target scale. The historical templates are conservatively
updated in the template set, which is leveraged by the trans-
former encoder-decoder and the efficient model predictor for
target localization.

Authorized licensed use limited to: BEIHANG UNIVERSITY. Downloaded on November 18,2024 at 11:36:24 UTC from IEEE Xplore. Restrictions apply.



7292

IV. EXPERIMENTS

In this section, we firstly describe implementation details
in Sec. IV-A. Secondly, we present datasets and metrics
for evaluation in Sec. IV-B. Then, we provide quantitative
and qualitative comparisons on six challenging datasets (i.e.,
GOT10K [67], LaSOT [68], TrackingNet [69], UAV123 [70],
OTB2015 [71] and VOT2020 [72]) in Sec. IV-C. Finally,
we perform ablation study to demonstrate that the proposed
STSDL framework is effective in Sec. IV-D.

A. Implementation Details

Following DiMP [13] and PrDiMP [14], we employ the
COCO [73], TrackingNet [69], LaSOT [68] and GOT10K [67]
datasets for network training. Specifically, we employ an
ADAM optimizer to train our STSDL for 50 epochs, where
the batch size is set to 20, the learning rate is initialized to
0.01, and the decay factor is set to 0.2. In Eq. (14), we set
the weighting parameter u to 100. For the MLP layers in
our adaptive response map fusion module, the neuron number
of the hidden layer is set to 128. The proposed STSDL is
implemented using the PyTorch framework in Python, and it
runs at a real-time speed of 50 FPS by using ResNet-50 as
feature extractor on an NVIDIA GeForce RTX 2080Ti GPU
with 12G memory.

B. Datasets and Metrics

In this subsection, we present the datasets and metrics to
evaluate the proposed STSDL.

GOT10K [67] is a public tracking database which covers
over 560 classes of moving objects in the wild. It offers
around 10,000 video segments with a total of over 1.5 million
annotated boxes. As the classes in the test set have no overlap
with the classes in the train set, the database is appropriate for
evaluating the generalization of class-agnostic deep trackers
for short-term tracking. There are 180 video segments on the
test set, which chooses the average overlap (AO), success rate
at an overlap threshold of 0.50 (SRos) and success rate at an
overlap threshold of 0.75 (SRoss) as its evaluation metrics.
AO indicates the average overlap between ground-truth and
predicted boxes. SR denotes the percentage of successfully
tracked frames, where the overlap is no less than a predefined
threshold.

TrackingNet [69] is a large-scale tracking database that
covers a wide range of object classes. It offers 30000 video
segments with around 14 million annotated boxes for both
training and evaluation. There are 511 video segments in
the test set, which correspond to diverse tracking scenarios.
The test set chooses the distance precision at a threshold
of 20 pixels (DP@20), normalized distance precision at a
threshold of 20 pixels (N.DP@20) and area under curve (AUC)
of success plot as its evaluation metrics. DP@20 measures
the percentage of successfully tracked frames, where the
distance between ground-truth and predicted target centers is
no more than 20 pixels. N.DP@20 denotes the percentage of
successfully tracked frames, where the distance normalized
by the size of ground-truth boxes is no more than 20 pixels.
AUC represents the average overlap between ground-truth and
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predicted boxes, which is equivalent to the AO metric adopted
by the GOT10K test set.

LaSOT [68] is a large-scale public tracking database with
various challenges stemming from the wild. It provides 1,400
videos with more than 3.5 million frames, where the test
set consists of 280 videos. The average video length is over
2500 frames, which far exceeds the average length of videos in
other datasets. Therefore, the database is suitable for training
and evaluating the deep trackers for long-term tracking. The
test set also adopts DP@20, N.DP@20, and AUC as its
evaluation metrics.

UAV123 [70] is an aerial public database containing
123 videos, which are collected by an UAV platform. The
UAV123 dataset uses DP@20 in precision plot and AUC of
success plot as its test metrics.

OTB2015 [71] is a widely-used public database contain-
ing 100 videos with various challenging attributes in visual
tracking community. We report the precision plot and success
plot on the OTB2015 dataset. The success plot shows the
percentage of successfully tracked frames, where the overlap
between the ground-truth and predicted boxes is no less than a
predefined threshold. The precision plot depicts the percentage
of successfully tracked frames, where the distance between
the ground-truth and predicted centers is no more than a
predefined threshold. The OTB2015 dataset adopts DP@20
in precision plot and AUC of success plot as its test metrics.

VOT2020 [72] is a benchmark database consisting of
60 video segments with rotated boxes, and it adopts a reset-
based methodology for evaluation. The VOT2020 dataset
employs the expected average overlap (EAO), which combines
the overlap ratio (accuracy (A)) and the re-initialization times
(robustness (R)), as its primary test metric.

C. State-of-the-Art Comparisons

1) Quantitative Results on GOTI0K: In Table II, we report
the comparison results of the proposed STSDL and eleven
competing trackers, including five similarity learning track-
ers (i.e., SiamRPN++ [7], SiamFC++ [8], SiamCAR [9],
SiamGAT [10] and STMTrack [11]) and six discrimination
learning trackers (i.e., ATOM [12], DiMP [13], PrDiMP [14],
DCEFST [16], KYS [40] and DET [43]), on the GOT10K test
set to test the performance of these twelve class-agnostic deep
trackers for short-term tracking.

As reported in Table II, our STSDL obtains the best
tracking results with an AO score of 68.5%, a SR0.5 score
of 80.0% and a SRO.75 score of 59.5% on the 180 diverse
video segments. Compared with the discrimination learn-
ing methods (i.e., ATOM, DiMP, PrDiMP, DCFST, KYS,
DET), our STSDL achieves relative performance gains rang-
ing from 6.2%/9.6%/7.4% to 26.2%/48.0%/23.2% in terms
of the SRO0.5/SR0.75/A0O score. This indicates the effec-
tiveness of similarity learning branch in our framework to
aggregate rich spatio-temporal cues for performance improve-
ment. In comparison with the similarity learning methods
(i.e., SiamRPN++, SiamFC++, SiamCAR, SiamGAT, STM-
Track), our STSDL also obtains relative performance gains
ranging from 7.7%/3.5%/6.7% to 29.9%/83.1%/32.5% on the
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TABLE II
THE AO, SRo.s AND SRo.7s SCORES ACHIEVED BY TWELVE COMPETING TRACKERS ON THE GOT10K TEST SET. THE FIRST, SECOND AND THIRD

HIGHEST SCORES ARE MARKED BY RED, BLUE AND

, RESPECTIVELY

SiamRPN++ SiamFC++ SiamCAR SiamGAT STMTrack ATOM DiMP PrDiMP DCFST KYS DET STSDL
SRos (%) 1 61.6 69.5 67.0 74.3 73.7 63.4 71.7 73.8 75.3 74.7 80.0
SRo75 (%) 1 32.5 47.9 41.5 48.4 57.5 40.2 49.2 49.8 51.5 50.4 59.5
AO (%) 51.7 59.5 56.9 62.7 64.2 55.6 61.1 63.4 63.6 63.0 68.5
TABLE III
THE DP@20, N.DP@20 AND AUC SCORES OBTAINED BY TWELVE COMPETING TRACKERS ON THE TRACKINGNET TEST SET. THE FIRST, SECOND
AND THIRD HIGHEST SCORES ARE DENOTED BY RED, BLUE AND , RESPECTIVELY
SiamRPN++ SiamFC++ SiamCAR SiamGAT STMTrack ATOM DiMP PrDiMP DCFST KYS DET STSDL
DP@20 (%) 1 69.4 70.5 68.7 69.8 76.7 64.8 68.7 70.0 68.8 70.3 72.8
N.DP@20 (%) 1 80.0 80.0 80.4 80.7 85.1 77.1 80.1 80.9 80.0 81.0 83.0
AUC (%) T 73.3 75.4 74.0 75.3 80.3 70.3 74.0 75.2 74.0 75.5 78.0
SR0.5/SR0.75/A0O metric. This indicates that the discrim- SiamCAR [9], SiamGAT [10], AutoMatch [74], STM-

ination learning branch in our framework is effective to
discriminate target objects from background distractors for
performance improvement.

2) Quantitative Results on TrackingNet: Table III reports
the evaluation results of the proposed STSDL and eleven
competing trackers (i.e., SiamRPN++ [7], SiamFC++ [8],
SiamCAR [9], SiamGAT [10], STMTrack [11], ATOM [12],
DiMP [13], PrDiMP [14], DCFST [16], KYS [40], DET [43])
on the TrackingNet test set to evaluate the performance of the
twelve trackers in large-scale diverse tracking scenarios.

As reported in Table III, the proposed STSDL achieves
the second best performance on the TrackingNet test set.
To be specific, our STSDL achieves a DP@20 score of 72.8%,
a N.DP@20 score of 83.0%, and an AUC score of 78.0%.
In particular, our STSDL, which integrates the similarity
learning and discrimination learning into a unified frame-
work, outperforms most similarity learning approaches (i.e.,
SiamRPN++, SiamFC++, SiamCAR, SiamGAT) and dis-
crimination learning approaches (i.e., ATOM, DiMP, PrDiMP,
DCFST, KYS, DET). This demonstrates that our STSDL is
more effective than those approaches to deal with various chal-
lenges in large-scale diverse tracking scenarios. The favorable
performance of our STSDL can be ascribed to its capability
to exploit the complementary merits of these two types of
approaches. Our STSDL outperforms the best discrimination
learning approach (i.e., PrDiMP) by 3.4%/1.7%/2.9% on the
DP@20/N.DP@20/AUC metric, and it is only inferior to the
best similarity learning approach (i.e., STMTrack). However,
STMTrack employs a space-time memory network to store
more reference frames to perform pixel-level feature matching,
which requires large memory and computation resources.
In contrast, our STSDL uses a lightweight transformer to
gather rich spatio-temporal cues, which is memory-efficient
and time-efficient.

3) Quantitative Results on LaSOT: To evaluate the deep
trackers for long-term tracking, we compare our STSDL
with five similarity learning methods (i.e., SiamRPN++ [7],

Track [11]), three discrimination learning methods (i.e.,
ATOM [12], DiMP [13], PrDiMP [14]) and two long-term
tracking methods (i.e., GlobalTrack [75], LTMU [76]) on the
LaSOT test set. Fig. 7 illustrates the tracking performance of
these eleven competitors.

As shown in Fig. 7, our STSDL attains the best tracking per-
formance in comparison with the other ten competing trackers.
To be more specific, our STSDL achieves a DP score of 66.2%,
a N.DP@20 score of 72.7%, and an AUC score of 64.0% on
the LaSOT test set. On one side, the proposed STSDL out-
performs the best similarity learning method (i.e., STMTrack)
by 4.6%/4.9%/5.6% on the DP@20/N.DP@20/AUC metric.
The possible reason is that our STSDL contains the spatio-
temporal discrimination learning to effectively discriminate
between target objects and background clutters. On the other
side, our STSDL is also superior to the best discrimination
learning method (i.e., PrDiMP) with considerable performance
gains (i.e., 8.2%/4.9%/6.1% on the DP@20/N.DP@20/AUC
metric). The superior performance benefits from the spatio-
temporal similarity learning branch in our STSDL to preserve
the rich spatio-temporal context information. Moreover, our
STSDL also significantly outperforms the two representative
long-term tracking methods (i.e., GlobalTrack and LTMU).
The evaluation results on the LaSOT test set validate that our
STSDL is effective to handle diverse long video sequences in
the wide.

Quantitative results on fourteen attributes: Besides the
overall performance, we also provide the quantitative results
of these competing trackers on fourteen challenging attributes.
Fig. 8 depicts the success plots of our STSDL and the
other ten competitors. As reported in Fig. 8, the best simi-
larity learning method (i.e., STMTrack) achieves the second
best performance on the attributes of deformation, rotation,
scale variation and illumination variation. This is because
that STMTrack employs a space-time memory network to
aggregate rich spatio-temporal cues to obtain accurate target
bounding boxes in the case of deformation, rotation, scale

Authorized licensed use limited to: BEIHANG UNIVERSITY. Downloaded on November 18,2024 at 11:36:24 UTC from IEEE Xplore. Restrictions apply.



7294
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TABLE IV
THE DP@20 AND AUC SCORES OBTAINED BY TWELVE COMPETING TRACKERS ON UAV123. THE FIRST, SECOND AND THIRD HIGHEST SCORES ARE

DENOTED BY RED, BLUE AND , RESPECTIVELY
SiamRPN++  SiamFC++  SiamCAR  SiamGAT  STMTrack ATOM  DiMP  PrDiMP CARE DET  STSDL
DP@20 (%) 1 84.0 80.4 83.9 84.3 84.4 82.7 87.2 - - 90.0
AUC (%) 1 64.2 61.8 64.0 64.6 64.7 61.7 64.2 66.6 64.6 68.0

variation and illumination variation. The best discrimination
learning method (i.e., PrDiMP) achieves the second best AUC
score on the attributes of background clutter, camera motion,
fast motion, motion blur, partial occlusion, full occlusion,
out-of-view and low resolution. The reason is that PrDiMP
uses a few-shot learner to train discriminative target models
to search for the discriminative target objects in the case
of background clutter, camera motion, fast motion, motion
blur, partial occlusion, full occlusion, out-of-view and low
resolution. However, both STMTrack and PrDiMP are inferior
to the proposed STSDL in terms of the AUC score on the
fourteen attributes. For the attribute of viewpoint change, it is
necessary to accurately estimate target bounding boxes and
robustly discriminate between target objects and surround-
ing backgrounds. On this attribute, our STSDL outperforms
STMTrack and PrDiMP by a large margin (i.e., 15.3% and
14.9%) on the AUC metric. The reason is that our STSDL
can benefit from both similarity learning to gather rich spatio-
temporal context information and discrimination learning to
discriminate target objects from background clutters. The
attribute based comparison further shows the robustness of the
proposed STSDL for long-term tracking.

4) Quantitative Results on UAVI23: To test the effective-
ness of our STSDL under aerial tracking scenarios, we com-
pare our STSDL with five similarity learning approaches
(i.e., SiamRPN++ [7], SiamFC+4 [8], SiamCAR [9],
SiamGAT [10] and STMTrack [11]) and five discrimina-
tion learning approaches (i.e., ATOM [12], DiMP [13],
PrDiMP [14], CARE [42] and DET [43]) on the UAV123
dataset. Table IV reports the evaluation results of our STSDL
and the other ten competing trackers. In comparison with the
ten competitors, our STSDL obtains the best tracking perfor-
mance. To be more specific, it obtains 90.0% DP@20 score
and 68.0% AUC score on this dataset. Note that SiamRPN++,
STMTrack, DiMP, PrDiMP, CARE, DET and our STSDL

adopt the same backbone (i.e., ResNet50) for feature extrac-
tion, the superior performance of our STSDL demonstrates that
joint spatio-temporal similarity and discrimination learning is
more effective than both similarity learning and discrimination
learning for performance improvement. On this dataset, most
discrimination learning approaches achieve better performance
than similarity learning approaches. This is because that
discrimination learning approaches are more effective than
similarity approaches to handle the challenges of viewpoint
change, fast motion, camera motion, background clutter, sim-
ilar object, partial occlusion, full occlusion, out-of-view and
low resolution on the 123 aerial video sequences. Neverthe-
less, our STSDL surpasses the best discrimination learning
approach (i.e., PrDiMP) by 3.2%/2.1% on the DP@20/AUC
metric.

5) Quantitative Results on OTB2015: In Fig. 9, we com-
pare our STSDL with three similarity learning methods (i.e.,
SiamRPN++ [7], SiamCAR [9], SiamGAT [10]) and three
discrimination learning methods (i.e., ATOM [12], DiMP [13],
PrDiMP [14]) on the OTB2015 dataset. As displayed in Fig. 9,
our STSDL obtains 93.1% and 71.0% on the DP@20 and
AUC metrics, respectively. In comparison with both similarity
learning approaches and discrimination learning approaches,
our STSDL exhibits better performance while operating at
a real-time running speed. On this dataset, most similarity
learning approaches obtain better performance than discrim-
ination learning approaches. The reason is that similarity
learnig approaches have advantage over discrimination learn-
ing approaches to cope with the challenges of deformation,
in-plane rotation, out-of-plane rotation, scale variation and
illumination variation on the 100 video sequences. However,
the best similarity approach (i.e., SiamGAT) is still inferior to
our STSDL on the DP@20 metric.

Qualitative results on OTB2015: Besides the above quan-
titative comparisons, we also provide some qualitative
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Fig. 8. Attribute based comparison on the LaSOT test set. We illustrate the success plots of eleven competing trackers on fourteen attributes. For clarity,
we further illustrate the overall performance of the eleven competitors.
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TABLE V
THE EAO, ACCURACY (A) AND ROBUSTNESS (R) SCORES ACHIEVED BY TWELVE COMPETING TRACKERS ON VOT2020. THE FIRST, SECOND AND

THIRD HIGHEST SCORES ARE DENOTED BY RED, BLUE AND

, RESPECTIVELY

ToMP101 ToMP50 STARK101 STARKS50

CSWinTT  TransT

UPDT  SiamCAR  DiMP ATOM  SiamRPN++ STSDL

EAO 1
AT
R7T

0.309
0.453
0.814

0.297
0.453
0.789

0.303
0.481
0.775

0.304
0.480
0.787

0.478
0.799

0.293
0.477
0.754

0.274
0.457
0.740

0.278 0.312
0.465

0.755

0.273
0.449
0.732

0.271
0.462
0.734

0.244
0.443

0.672 0.799
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Fig. 9. Precision and success plots of our STSDL and six participants on
OTB2015.

comparisons of our STSDL with the best discrimination
learning approach (i.e., PrDiMP) and the best similarity learn-
ing approach (i.e., SiamGAT) on eight challenging video
sequences in Fig. 10. By joint spatio-temporal similarity
and discrimination learning, the proposed STSDL can obtain
more accurate and robust tracking results than PrDiMP and
SiamGAT on these sequences. As shown on the first row in
Fig. 10, when the deformed targets are interfered by distractors
(i.e., Skating2-1, Skating2-2), our STSDL can consistently
and accurately localize the skaters in the tracking process.
In contrast, PrDiMP and SiamGAT will mistakenly drift to
the distractors. As illustrated on the second row in Fig. 10,
in the cases of large appearance variations and scale varia-
tions (i.e., Board, Ironman), PrDiMP and SiamGAT fail to
localize the targets or estimate the target scale. In contrast,
our STSDL can successfully and accurately localize the targets
over time. As depicted on the third row in Fig. 10, when the
targets encounter background clutters (i.e., Human3, Soccer),
our STSDL is able to unceasingly track the targets without
failures, whereas PrDiMP and SiamGAT will be disrupted
by the background clutters. As observed on the fourth row
in Fig. 10, when the target objects and similar distractors
are fused together (i.e., Basketball, Girl2), all the competing
trackers cannot achieve satisfactory tracking results. However,
when the target objects and similar distractors are separated
from each other, our STSDL can successfully recover from
failures to obtain more accurate tracking results than PrDiMP
and SiamGAT. The qualitative tracking results indicate that
our STSDL can accurately and robustly cope with various
challenging tracking scenarios.

6) Quantitative Results on VOT2020: To evaluate the
effectiveness of our STSDL for fine-grained short-term
tracking, we compare it with state-of-the-art approaches,
including ToMP101 [59], ToMP50 [59], STARK101 [58],

STARKS50 [58], CSWinTT [77], TransT [57], UPDT [78],
SiamCAR [9], DiMP [13], ATOM [12] and SiamRPN++ [7].
Table V reports the evaluation results of our STSDL with
eleven state-of-the-art participants on the VOT2020 dataset.
Among these competing trackers, the proposed STSDL
achieves the highest EAO score (0.312), the second highest R
score (0.799), the third highest A score (0.479). In comparison
with the discrimination learning approach (i.e., DiMP), our
STSDL exhibits a 4.8% higher A score, a 8.0% higher R
score and a 13.9% higher EAO score, which indicates the
effectiveness of similarity learning branch in our framework
for performance improvement. Compared to the similarity
learning approach (i.e., SiamCAR), our STSDL boosts the
A/R/EAO score by 6.7%/9.2%/14.3%, which validates that the
discrimination learning branch in our framework is effective
to improve the tracking performance. Moreover, by joint
spatio-temporal similarity and discrimination learning, our
STSDL outperforms the recent transformer based trackers
(e.g., ToMP101, ToMP50, STARK101, STARKS50, CSWinTT,
TransT) in term of EAO score. The comparison results on the
60 video segments show that our STSDL is also suitable for
fine-grained short-term tracking with a reset-based protocol.

D. Ablation Study

We perform ablation study to verify the effectiveness of the
proposed STSDL framework. As the GOT10K test set with
diverse classes is appropriate to assess the generalization of
our STSDL, we choose the GOT10K test set for our ablation
studies.

1) Effectiveness of Spatio-Temporal Similarity Learning
and Spatio-Temporal Discrimination Learning: The pro-
posed framework performs joint spatio-temporal similarity and
discrimination learning for visual tracking. The framework
consists of two complementary branches: the spatio-temporal
similarity learning (STSL) branch and the spatio-temporal
discrimination learning (STDL) branch. To test the impacts
of the STSL branch and the STDL branch on the perfor-
mance of our framework, we respectively remove each of the
two branches and denote the variants as STSL and STDL.
As reported in Table VI, both the STSL branch and the STDL
branch are conductive to boost the tracking performance on
the GOT10K test set, which verifies the complementarity of
similarity learning and discrimination learning. To be more
specific, the spatio-temporal similarity learning branch of
our framework yields 2.9%/2.4%/4.6% performance gains in
terms of AO/SRos/SRo7s scores. In contrast, the spatio-temporal
discrimination learning branch of our framework results in
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Fig. 10. Comparisons of our STSDL with PrDiMP and SiamGAT on the eight videos from OTB2015. The six videos from left to right and top to bottom
are Skating2-1, Skating2-2, Board, Ironman, Soccer, Human3, Basketball and Girl2, respectively.

TABLE VI

EFFECTIVENESS OF SPATIO-TEMPORAL SIMILARITY LEARNING AND
SPATIO-TEMPORAL DISCRIMINATION LEARNING ON THE GOTI10K
TEST SET. THE HIGHEST SCORES ARE HIGHLIGHTED BY BOLD

STSL branch STDL branch AO  SRos  SRoss
STSL v 654 766 57.1
STDL v 66.6 78.1 56.9
STSDL v v 68.5 80.0 59.5

TABLE VII

EFFECTIVENESS OF MULTIPLE CLASSIFICATION LOSSES ON THE GOT 10K
TEST SET. THE HIGHEST SCORES ARE HIGHLIGHTED BY BOLD

Lais Lsim Lifus AO SRos  SRos
baseline v 672 785 579
w/o Lifus v v 67.8 794 58.2
STSDL v v v 68.5  80.0 59.5

4.7%14.4%/4.2% performance gains on the AO/SRos/SRoss
metrics.

2) Effectiveness of Multiple Classification Losses: The pro-
posed framework adopts multiple classification losses for
network training. In Table VII, we test the effectiveness of
the classification loss of similarity map Ly;,, the classification
loss of discriminative map L4;5 and the classification loss of
fusion map L 7. In comparison with the tracking method with
only Lyis (i.e., “baseline” in Table VII), the tracking method

TABLE VIII

EFFECTIVENESS OF ADAPTIVE FUSION MODULE ON THE GOT10K TEST
SET. THE HIGHEST SCORES ARE HIGHLIGHTED BY BOLD

Adaptive fusion AO SRos SRo7s
w/o M s 66.2 71.5 57.6
STSDL v 68.5 80.0 59.5

with both Ly and Ly, (ie., “w/o Lyg,” in Table VII)
exhibits 0.6% higher AO score, 0.9% higher SRos score, 0.3%
higher SRoss score. This indicates that Lg;, can result in
satisfactory performance gains. From Table VII, compared
to the tracking method without Ly, (ie., “w/o Ly, in
Table VII), our STSDL with L, achieves 0.7% higher AO
score, 0.6% higher SRos score, 1.3% higher SRoss score. This
verifies that Ly, is also beneficial to boost the tracking
performance.

3) Effectiveness of Adaptive Fusion Module: The proposed
framework adopts an adaptive fusion module for response
map fusion. In Table VIII, we test the effectiveness of our
adaptive fusion module by removing it from our framework
(i.e., we directly fuse the similarity map and the discriminative
map by element-wise summation). As shown in Table VIII, the
proposed STSDL using our adaptive fusion module outper-
forms the tracking method without using our adaptive fusion
module (i.e., “w/o M z,,” in Table VIII) by 3.5%/3.2%/3.3%
in terms of the AO/SRos/SRoss scores on the GOT10K test set.
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V. CONCLUSION

In this work, we develop a new framework to perform
joint spatio-temporal similarity and discrimination learning for
visual tracking. Our framework consists of two complementary
branches: a spatio-temporal similarity learning branch and a
spatio-temporal discrimination learning branch. The similarity
learning branch is responsible for rich spatio-temporal infor-
mation propagation by using a transformer encoder-decoder,
predicting the similarity response map. In contrast, the dis-
crimination learning branch is eligible for discriminative target
model prediction by using a model predictor, producing the
discriminative response map. Moreover, these two comple-
mentary response maps are adaptively fused for accurate target
localization. Quantitative and qualitative tracking results on six
prevalent datasets show that our tracking method can attain
favorable performance in comparison with both similarity
learning methods and discrimination learning methods, and it
is with a real-time tracking speed of 50 FPS on a single GPU.
The proposed STSDL can accurately and robustly extract
a small portion of valuable object-level information from
massive video data for video analysis, which has its great
potentials in real-word applications (e.g., video surveillance,
autonomous driving, intelligent transportation).
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