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6 Supplementary Qualitative Comparison on
Synthetic Scenes

As shown in Figure 9, in the Cozyroom scene there is no apparent
qualitative difference in the results of the BAD-NeRF [4], E2NeRF
[1] and EBAD-NeRF because the camera motion is even and slight.
However, in the other four scenes, the results of our EBAD-NeRF
have been significantly improved compared to BAD-NeRF and
E2NeRF, proving that when facing complicated camera motion, our
proposed event-driven bundle adjustment can effectively provide
accurate estimated poses for the NeRF network and with event-
enhanced imaging simulation our method can recover a sharp NeRF
from the severely blurry images and corresponding events.

In the Factory scene, EBAD-NeRF’s reconstruction of scars on
the wall is closest to ground truth. In comparison, the results of
E2NeRF are too thick, and the results of BAD-NeRF are still blurry.
In the Pool scene, E2NeRF misses the lotus leaf in the pool and
generates blurrier results in the Tanabata scene than EBAD-NeRF.
Artifacts appear on the white flag in the results of E2NeRF in the
Wine scene. Since there is no supervision of event data for pose
estimation and image motion blur modeling, the results of BAD-
NeRF are not sharp enough compared to ERGB-based methods
E2NeRF and EBAD-NeRF. The pre-deblurring-based method MPR-
NeRF [5], SRN-NeRF [3], and D2Net-NeRF [2] is not good enough
due to the limitations of the deblurring method itself. Overall, our
EBAD-NeRF achieved the best results in all synthetic scenes.

7 Supplementary Qualitative Comparison on
Real-World Scenes

Figure 10 shows the two scenes of the real data. In the Bar scene, the
synthesis novel view results of EBAD-NeRF are closest to ground
truth, especially for the light spot in the upper left corner and the
characters on the billboard. Other methods have obvious recon-
struction errors of the light points and blur results of the characters.
In the Classroom scene, our EBAD-NeRF obtains sharper letters and
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fewer artifacts in the synthesis results than other methods. The ex-
periments on real-world scenes demonstrate that our EBAD-NeRF
is more effective than the ERGB-based deblurring NeRF method
E2NeRF, which without pose optimizing during the training. Also,
our method has significantly improved over the image-based de-
blurring NeRF methods and NeRF with pre-deblurring images.

8 Supplementary Video
We show the video rendering results for the ablation study, syn-
thetic scenes, and real-world scenes on our project website: https:
//icvteam.github.io/EBAD-NeRF.html.

The video rendering results for the ablation study prove the
effectiveness of our proposed event-driven bundle adjustment. For
the synthetic scene, our method achieves the sharpest video render-
ing results. The results of E2NeRF are a little misaligned in space
because the poses estimated by its pre-deblurring framework are
slightly different from the initial poses given for the other methods.
For the real-world scene, the results of NeRF and NeRF with pre-
deblurring images are severely blurry and contain many cloudy
materials. In comparison, our EBAD-NeRF has sharper rendering re-
sults with less cloudy materials than Deblur-NeRF, BAD-NeRF, and
E2NeRF. Overall, our EBAD-NeRF achieves the best video rendering
results in both real-world and synthetic scenes.
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Figure 9: Supplementary Reconstruction Qualitative Comparison on Synthetic Scenes.

Figure 10: Supplementary Reconstruction Qualitative Comparison on Real Scenes.
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