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Abstract—In recent years, vision-language tracking has drawn
emerging attention in the tracking field. The critical challenge
for the task is to fuse semantic representations of language
information and visual representations of vision information. For
this purpose, several vision-language tracking methods perform
early or late fusion to fuse visual and semantic features. However,
these methods cannot take full advantage of the transformer
architecture to excavate useful cross-modal context at various
levels. To this end, we propose a new progressive joint vision-
language transformer (PJVLT) to progressively align and refine
visual embedding with semantic embedding for vision-language
tracking. Specifically, to align visual signals with semantic signals,
we propose to insert a semantic-aware instance encoder layer
(SAIEL) into each intermediate layer of transformer encoder to
perform progressive alignment of visual and semantic features.
Furthermore, to highlight the multi-modal feature channels and
patches corresponding to target objects, we propose a unified
channel communication patch interaction layer (CCPIL), which
is plugged into each intermediate layer of transformer encoder
to progressively activate target-aware channels and patches
of aligned multi-modal features for fine-grained tracking. In
general, by progressively aligning and refining visual features
with semantic features in the transformer encoder, our PJVLT
can adaptively excavate well-aligned vision-language context
at coarse-to-fine levels, therefore highlighting target objects at
various levels for more discriminative tracking. Experiments
on several tracking datasets show that the proposed PJVLT
can achieve favorable performance in comparison with both
conventional trackers and other vision-language trackers.

Index Terms—vision-language tracking, progressive joint
vision-language transformer, semantic-aware instance encoder,
channel communication patch interaction.

I. INTRODUCTION

OBJECT tracking is a fundamental task in computer
vision with a wide range of applications, such as human

computer interaction, video surveillance, autonomous driving,
etc. The goal of this task is to continuously estimate the
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location (i.e., a bounding box) of an arbitrary object in a video
sequence. Although many efforts have been made and various
types of tracking methods have been developed over the past
decades [1]–[13], there still exist various challenges in terms
of tracking performance.

Most of the existing vision-only tracking frameworks build
target models based on the visual appearance information
given in the first frame. For instance, DCFNet [14] learns
correlation filters by regressing the circular shifts of a sam-
ple from the first frame to the Gaussian-shaped labels.
SiamFC [15] builds a Siamese model by matching the template
at the first frame with the search region at the current frame.
OSTrack [16] constructs a transformer model by performing
bidirectional interaction between the template at the first frame
and the search region at the current frame. However, when the
target appearance continues to change over time, the target
models may no longer adapt to the new target appearance.

To address the above issue, some researchers employ sam-
ples collected from the historical frames to refine the target
model. For example, DiMP [17] employs multiple represen-
tative samples in the memory pool to predict a discriminative
target model to improve its discriminativity. STMTrack [18]
establishes a Siamese model by matching multiple templates
stored in the memory pool with the search region at the current
frame to improve the robustness. STSDL [19] collects various
samples from historical frames to build a target model by
performing joint spatio-temporal similarity and discrimination
learning for accurate and robust tracking. However, these
vision-only tracking methods model the target merely based
on the visual information, and they are prone to drift in the
case of severe appearance changes. Therefore, it is urgent to
develop a new tracking framework to construct a target model
by using rich semantic information rather than only with visual
information.

In recent years, vision-language tracking has attracted
emerging research interests and it provides a new human-
machine interaction way for object tracking. Compared to
tracking by bounding box specification, tracking by language
specification has its natural advantages. On one hand, the
bounding box can only provide static target appearance at the
current frame, whereas the language description can identify
a target with dynamic appearance across temporal frames.
On the other hand, the bounding box cannot give specific
semantics of the target, while the language description can
specify exact semantics of the target (e.g., color, shape, class,
etc.), which is beneficial to classify and localize the target. The
earliest vision-language tracking methods [20]–[22] usually
introduce language representations into tracking-by-detection

Copyright © 20xx IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes must be obtained from
the IEEE by sending an email to pubs-permissions@ieee.org.

This article has been accepted for publication in IEEE Transactions on Circuits and Systems for Video Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2024.3520354

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: BEIHANG UNIVERSITY. Downloaded on December 23,2024 at 07:22:37 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. ?, NO. ?, ? 2024 2

Language 
Encoder

Cross-Modal Fusion

Prediction Head

Visual Tokens Semantic Tokens 

Vision 
Encoder

… ……

Output 

Language 
Encoder

Cross-Modal 
Fusion

Prediction Head

Visual Tokens Semantic Tokens 

Vision 
Encoder

…

……

Output 

Language 
Encoder

Progressive 
Semantic-

Visual 
Fusion

Prediction Head

Visual Tokens Semantic Tokens 

Vision 
Encoder

… ……

Output 

(b) Late Fusion (a) Early Fusion (c) Progressive Fusion 
Fig. 1. Comparison of three different cross-modal fusion methods for vision-language tracking: (a) early fusion, (b) late fusion and (c) progressive fusion.

networks or Siamese networks to facilitate object tracking.
However, due to the cross-modal feature misalignment, the
performance of these methods is far behind the state-of-the-
art. One of the critical challenges for vision-language tracking
is performing cross-modal feature fusion between semantic
words and visual pixels for target enhancement.

Existing vision-language tracking methods generally adopt
early fusion [23] or late fusion [24]–[27] schemes for cross-
modal feature fusion. As shown in Fig. 1(a), the tracking
methods with early fusion scheme [23] firstly employ language
encoders (i.e., transformers) to extract language features, and
then the language features are interacted with the interme-
diate visual features from vision encoders (i.e., ConvNets
or transformers) by exploiting cross-modal fusion modules
to produce cross-modal representations. Despite exhibiting
considerable potentials in tracking performance, the early
fusion scheme cannot take advantage of the intermediate
features of language encoders for cross-modal fusion at various
semantic levels. As shown in Fig. 1(b), the tracking meth-
ods with late fusion scheme [24]–[27] firstly extracts visual
and language features independently from the corresponding
encoders, and then perform cross-modal fusion using vanilla
transformer layers or transformer encoder-decoders to produce
unified representations for target bounding box prediction.
Although the late fusion scheme is able to gather vision and
language modalities together, it does not conform to the human
learning process, that is, integrating multiple sensors through
various neurons before reasoning. Therefore, the potentiality
of transformer for highlighting target is still far from being
sufficiently excavated in the above paradigms, thus limiting the
performance of vision-language tracking. To address the above
issues, a possible solution is to develop a progressive joint
vision-language transformer to simultaneously encode visual
and semantic embedding.

In this paper, we propose a progressive joint vision-language
transformer (PJVLT) for object tracking, where visual features
from vision encoder and semantic features from language
encoder are progressively interacted with each other, making

visual context aware of its corresponding semantic context
at various levels. The proposed PJVLT can fully exploit
the multi-layer design of transformer to progressively align
and refine visual embedding with semantic embedding at
coarse-to-fine level. Fig. 1 compares our progressive fusion
scheme with the early fusion scheme [23] and the late fusion
scheme [24]–[27] for vision-language tracking. Specifically,
to align visual features with semantic features, a semantic-
aware instance encoder layer (SAIEL) is developed to align
cross-modal signals at each intermediate layer of transformer
encoder. Moreover, to enhance the patches and channels of
multi-modal features corresponding to target objects, a channel
communication patch interaction layer (CCPIL) is devised
to activate target-aware patches and channels of multi-modal
features flowing to the next layer of transformer encoder.
Experimental results on several prevalent tracking datasets
show that the proposed PJVLT performs favorably against
other state-of-the-art tracking methods. The contributions of
this paper can be summarized as the following four-folds:

• An end-to-end trainable progressive joint vision-language
transformer (PJVLT) is proposed for vision-language
tracking, which fully exploits multi-layer design in trans-
former encoder to fuse visual features and semantic fea-
tures from coarse-to-fine levels in a progressive manner.

• An effective and efficient semantic-aware instance en-
coder layer (SAIEL) is designed to align visual patches
with semantic sentences, which allows for deep excava-
tion of vision-language context at intermediate layers of
transformer encoder.

• A unified channel communication patch interaction layer
(CCPIL) is devised to refine channels/patches of aligned
visual-semantic features, which is capable of highlight-
ing target-aware multi-modal feature channels/patches at
intermediate layers of transformer encoder.

• Experiments are performed on four challenging tracking
datasets to show that the proposed PJVLT can achieve
the state-of-the-art performance with a real-time speed
for vision-language tracking.

This article has been accepted for publication in IEEE Transactions on Circuits and Systems for Video Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2024.3520354

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: BEIHANG UNIVERSITY. Downloaded on December 23,2024 at 07:22:37 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. ?, NO. ?, ? 2024 3

II. RELATED WORK

In this section, we briefly review two categories of tracking
methods: vision-only tracking methods and vision-language
tracking methods.

A. Vision-Only Tracking Methods

In the past decades, vision-only tracking has been developed
rapidly to address the challenges of deformation, occlusion,
background clutter, etc. The researchers in this community
have developed various categories of vision-only tracking
methods [28]–[30], such as tracking by deep classifiers [31]–
[33], tracking by deep correlation filters [34]–[36], tracking
by deep Siamese networks [37]–[39] and tracking by deep
discriminant models [17], [40], [41].

In recent years, transformers have been widely applied in
many computer vision tasks (e.g., video classification, object
detection, visual tracking) and they have become a standard
configuration to reach the state-of-the-art performance. The
great success can be attributed to the attention layers in trans-
formers that allow for deep feature interactions. Nowadays,
tracking by transformers [16], [42]–[50] has become the most
prevalent tracking methods, and these methods can be roughly
categorized into the following three types.

The first type of transformer-based tracking methods [42],
[43] typically use transformers to predict discriminative fea-
tures for tracking. For instance, based on a transformer ar-
chitecture, DTT [42] firstly feeds a reference frame into a
transformer encoder, and then it feeds the encoded features
into a transformer decoder to predict discriminative features of
a test frame for target localization. TrDiMP [43] uses encoded
features of reference frames to train a discriminative target
model, which is further convolved with decoded features of
test frame for discriminative tracking.

The second type of transformer-based tracking meth-
ods [44]–[47] stack features of both template and search region
with transformers. For instance, TransT [44] uses multiple
attention layers to fuse features for target classification and re-
gression. Following the paradigm of DETR [51], STARK [45]
adopts a full transformer to mix the features of template
and search region for bounding box prediction. ToMP [46]
also employs another full transformer from DETR [51] to
predict the weights of a target classifier and a bounding box
regressor. CSWinTT [47] elevates the attention from pixel-
level to window-level by introducing multi-scale cyclic shift-
ing window attention into a transformer for object tracking.

The third type of transformer-based tracking methods [16],
[48]–[50] build one-stream unified tracking frameworks with
transformers. MixFormer [48] employs a compact transformer
to unify feature extraction and feature matching by designing
iterative mixed attention modules for end-to-end tracking. OS-
Track [16] constructs a neat transformer that combines feature
learning and relation modeling by allowing for bidirectional
information interaction between template and search region.
To alleviate the target-background confusion, GRM [49] ex-
tends the relation model in OSTrack to a generalized relation
model based on adaptive token division to improve the dis-
criminability. CTTrack [50] introduces a correlative masked

decoder into a one-stream framework to enhance the robust-
ness of a compact transformer tracker. In [52], the authors
employ the DropMAE model to replace the MAE model as
a strong pre-trained backbone of one-stream framework to
achieve better tracking performance. ARTrack [53] introduces
spatio-temporal prompts into one-stream tracking framework
for autoregressive tracking.

Despite achieving favorable tracking performance, most of
the existing vision-only tracking methods only consider the
vision information (i.e., the template image) while ignoring the
language information (i.e., the natural language), which may
be also useful for object tracking. In fact, language and vision
are complementary cues. In contrast to the feature interactions
between template and search region, our alternative is to
explore the feature interactions between multi-modalities (i.e.,
vision and language) in the transformer paradigm. Therefore,
we propose a progressive joint vision-language transformer
(PJVLT), which takes advantage of both template image and
natural language to facilitate vision-language tracking.

B. Vision-Language Tracking Methods

Natural language expressions are composed of high-level
semantics and have been exploited to facilitate vision tasks,
such as visual grounding [24], [54], [55], image segmenta-
tion [56], [57], video object segmentation [58], [59], video
object tracking [22]–[24]. These vision-language models typi-
cally integrate a language model and a vision model to foster a
common embedding space for both language and vision. The
recent vision-language models firstly extract vision features
and language features using Siamese networks, and then
perform depth-wise convolution between language features
and visual features.

For video object tracking, the work [20] initially defines
three versions of tracking by language specification and val-
idates that tracking by vision-language achieves the best per-
formance among the three versions. After that, the work [21]
derives a deep tracking-by-detection formulation that can take
advantage of natural language expressions for vision-language
tracking; the work [22] introduces natural language informa-
tion into Siamese paradigm by carefully designing Siamese
natural language region proposal networks to perform vision-
language tracking. However, these vision-language trackers
treat vision and language as independent cues until the final
fusion stage, and the performance of these vision-language
tracking methods is still far behind the state-of-the-art.

The state-of-the-art vision-language tracking methods with
transformer paradigms either perform early fusion [23] or late
fusion [24]–[27] to aggregate vision and language modalities
together. For early fusion, VLTSiamCAR [23] and VLTTransT [23]
align vision modality and language modality by embedding
modality mixture modules into a convolutional network and
a transformer network to learn unified vision-language repre-
sentations, which shows great potentials of vision-language
tracking to achieve the state-of-the-art performance. How-
ever, they are unable to leverage the multi-layer design
of language encoders to perform progressive feature align-
ment at various levels. For late fusion, JointNLT [24] and
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Fig. 2. Overall framework of our PJVLT model. The inputs of our PJVLT model consist of a template, a search region and a natural language expression.
The template and the search region are patchfied, concatenated and projected to produce input visual tokens, and the language expression is projected by
using a language encoder to generate input semantic tokens. Afterwards, the input visual tokens and semantic tokens are interacted with each other within
our progressive joint vision-language transformer encoder. Finally, the output visual tokens corresponding to the search region are reshaped into feature maps
to predict the target bounding box by using a prediction head.

MMTrack [25] perform multi-source multi-modal interactions
within vanilla transformer layers for vision-language track-
ing. QueryNLT [26] and TransNLT [27] employ transformer
encoder-decoders to integrate language and visual modalities
for context-aware vision-language tracking. In spite of achiev-
ing favorable performance, they fail to effectively exploit the
intermediate layers of vision/language encoder to excavate the
vision-language context. In contrast to the modality mixture
modules for early fusion and the transformer layers/encoder-
decoders for late fusion, we propose a progressive joint vision-
language transformer (PJVLT) to gradually align and refine
visual patches with semantic words at multiple levels (e.g.,
pixel, semantic and class).

III. METHODOLOGY

In this section, we first give a brief overview of our
vision-language tracking method in Sec. III-A. Subsequently,
we introduce our progressive joint vision-language encoding
scheme in Sec. III-B. Then, we propose our semantic-aware
instance encoder and channel communication patch interaction
in Sec. III-C and Sec. III-D, respectively. Finally, we describe
the prediction head and the training loss of our network in
Sec. III-E.

A. Framework Overview

The overall pipeline of our progressive joint vision-language
transformer (PJVLT) model is illustrated in Fig. 2. It is
designed to fully exploit the layer-wise structure of transformer

to perform progressive visual-semantic alignment and refine-
ment in joint vision-language transformer encoder, so that
visual features from each intermediate layer of vision trans-
former encoder can be aware of the corresponding semantic
context from each intermediate layer of language transformer
encoder. To our best knowledge, the proposed PJVLT model
is the first work to adopt a novel progressive multi-modal
encoding method for vision-language tracking.

As shown in Fig. 2, the proposed PJVLT model mainly
consists of linear projection layers, a vision transformer en-
coder, a language transformer encoder, semantic-aware in-
stance encoder layers (SAIELs), channel communication patch
interaction layers (CCPILs), and a target prediction head. The
language encoder takes a natural language expression as input,
and it is responsible for extracting semantic tokens. The vision
encoder takes a template image and a search region image
as inputs, and it focuses on extracting visual tokens. After-
wards, SAIELs and CCPILs are responsible for progressively
aggregating semantic tokens and visual tokens. Finally, the
search region tokens are fed into the target prediction head
for target classification and bounding box regression. The
proposed PJVLT model can progressively align visual tokens
with semantic tokens and refine aligned multi-modal tokens at
coarse-to-fine levels during the encoding stage.

B. Progressive Joint Vision-Language Encoding

Given an input triple of a template, a search region and
a natural language expression that identifies a target to be
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Fig. 3. Pipeline of our joint vision-language encoder layer. Each encoder layer
takes visual tokens and semantic tokens from the previous layer as inputs, and
it outputs multi-modal tokens. The visual/semantic tokens from the (j−1)-th
layer Vj−1/Lj−1 are taken as the inputs of vision/language encoder layer
to produce a set of visual/semantic tokens at the j-th layer Vj /Lj . Then,
the visual tokens Vj and semantic tokens Lj are fed into a semantic-aware
instance encoder layer to produce a set of aligned multi-modal tokens at the
j-th layer Aj . Finally, the aligned semantic-visual tokens Aj are fed into
a channel communication patch interaction layer to output a set of refined
multi-modal tokens at the j-th layer Rj .

tracked, the proposed model outputs a bounding box of the
target in the search region.

To convert the natural language expression into high-
dimensional word embedding, we employ a pre-trained lan-
guage encoder to progressively extract semantic tokens. The
semantic tokens from j-th intermediate layer are denoted as
Lj ∈ RC×T , where C and T are the number of channels
and words, respectively. To convert the template and the
search region into visual embedding, we firstly slice and
concatenate them, and then use a pre-trained vision encoder
to progressively extract visual tokens. The visual tokens from
j-th intermediate layer of vision encoder are referred as
Vj ∈ RC×N , where C and N are the number of channels
and patches, respectively.

After extracting semantic tokens from the pre-trained lan-
guage encoder and visual tokens from the pre-trained vision
encoder in parallel, we merge visual tokens Vj and semantic
tokens Lj at each intermediate layer of our progressive joint
vision-language encoder. Each joint vision-language encoder
layer consists of a vision encoder layer Θj , a language
encoder layer Πj , a semantic-aware instance encoder layer
Φj , and a channel communication patch interaction layer Ψj .

As depicted in Fig. 3, at the j-th layer, the model produces
and fuses visual and semantic tokens by three steps as follows.
Firstly, the visual tokens from the (j − 1)-th layer (denoted
as Vj−1) are taken as the input of the vision encoder layer
Θj to generate a set of visual tokens at the j-th layer, which
are referred as Vj ∈ RC×N . Meanwhile, the semantic tokens
from the (j − 1)-th layer (denoted as Lj−1) are fed into the
language encoder layer Πj to produce a set of semantic tokens

at the j-th layer, which are denoted as Lj ∈ RC×T . Then, the
visual tokens Vj and the semantic tokens Lj are fed into the
SAIEL Φj to generate a set of aligned multi-modal tokens at
j-th layer, which are referred as Aj ∈ RC×N . Finally, the
aligned semantic-visual tokens Aj are taken as the input of
CCPIL Ψj to produce a set of refined multi-modal tokens at
the j-th layer, which are referred as Rj ∈ RC×N .

The vision encoder layer is carried from the encoder layer in
ViT [60], and the language encoder layer is inherited from the
encoder layer in BERT [61]. The proposed SAIEL is carefully
designed to densely align visual clues in visual tokens with
semantic context in semantic tokens, which is described in Sec.
III-C. The proposed CCPIL is specially devised to activate
target-aware channels and patches of aligned visual-semantic
tokens for fine-grained object tracking, which is described in
Sec. III-D.

C. Semantic-Aware Instance Encoder

To effectively discriminate a target from its surrounding
background and accurately estimate its bounding box, it is
important to progressively align visual tokens with seman-
tic tokens of the target across vision-language modalities.
A possible solution is to fuse the representation of every
visual patch with the representation of a language sentence,
and perform joint vision-language representation learning to
obtain discriminative features to distinguish a target from its
background. In comparison with the previous method [24]
that firstly extracts visual/semantic tokens independently from
vision/language encoders and then performs visual-semantic
fusion. The proposed semantic-aware instance encoder layer
(SAIEL) allows progressive interactions between patches in
visual tokens and sentence in semantic tokens, which is
effective to fully exploit the transformer encoder layers to
excavate the vision-language context.

Fig. 4 schematically depicts the proposed semantic-aware
instance encoder layer (SAIEL). Taken visual tokens Vj ∈
RC×N from the j-th vision encoder layer and semantic tokens
Lj ∈ RC×T from the j-th language encoder layer as inputs,
SAIEL is proposed to perform patch-word alignment. For ev-
ery visual patch, SAIEL aggregates the semantic tokens across
channel dimension to produce position-specific, word-level
feature maps, which encode the semantic word information
around the local neighborhood visual patches. Firstly, SAIEL
projects the visual tokens Vj and semantic tokens Lj into a
latent space as follows:

Vq = θq(Vj),Lk = θk(Lj),Lv = θv(Lj), (1)

where θq is the query projection function for Vj . θk and θv
are the key and value projection functions for Lj , respectively.
Then, SAIEL performs Gumbel-Softmax [62] operation on Lv

to choose a set of words in the sentence as follows:

L̂v = Gumbel − Softmax(Lv)� Lv, (2)

where � denotes the word-wise multiplication. Afterwards,
SAIEL performs cross-attention to produce a set of attentional
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Fig. 4. Pipeline of our semantic-aware instance encoder layer (SAIEL).
SAIEL is specifically designed to produce a set of aligned visual-semantic
tokens. SAIEL firstly performs cross-attention to produce attentional semantic
tokens, where the projected visual tokens are taken as queries and the projected
semantic tokens are considered as keys and values. Then, it projects the
pooled semantic tokens to estimate the scale, shift and gate parameters to
modulate the attentional semantic tokens as spatial-aware semantic tokens.
Afterwards, it concatenates the produced spatial-aware semantic tokens and
the projected visual tokens. Finally, it projects the concatenated tokens to
produce the aligned visual-semantic tokens.

semantic tokens, which are denoted as Lattn ∈ RC×N as
follows:

Lattn = Softmax(
VT

q Lk√
C

)L̂v. (3)

In parallel, SAIEL performs global average pooling on the
semantic tokens Lj across word dimension to produce a global
semantic token Lg

j , which is further projected to estimate the
scale, shift and gate parameters α, β, γ as follows:

α, β, γ = θw(Lg
j ), (4)

where θw is the linear projection function for Lg
j . Finally,

SAIEL produces the spatial-aware semantic tokens Lo as
follows:

Lo = γ((1 + α)Lattn + β). (5)

In implementation, we adopt 1× 1 convolution to implement
the key and value projection functions θk and θv; we employ
1 × 1 convolution and instance normalization to implement
the query projection functions θq . In Eq. (3), we perform the
scaled dot-product attention, where the visual embedding is
taken as the query and the semantic embedding is considered
as the key and value.

After attaining the spatial-aware semantic tokens Lo, which
keeps the same spatial size as the visual tokens Vj , we per-
form feature integration to produce the aligned visual-semantic

tokens Aj by concatenation across channels. Specifically, Aj

is generated as follows:

Vo = θm(Vj), (6)

Aj = θo(Vo©Lo), (7)

where © denotes the concatenation operation, θm is the
visual projection function for Vj , and θo is the final visual-
semantic projection function for the concatenated features. In
implementation, we employ 1 × 1 convolution followed by a
GELU activation function to implement θm and θo.

As shown in Fig. 4, through the semantic-aware instance
encoder layer, the semantic tokens and visual tokens are firstly
aligned at the spatial level to produce the spatial-aware se-
mantic tokens. Afterwards, the spatial-aware semantic tokens
and visual tokens are concatenated and projected to produce
the aligned multi-modal tokens. The proposed SAIEL has a
capability to promote aligning visual patches and semantic
sentences for cross-modal representation learning.

In contrast to existing cross-attention layers, the proposed
SAIEL is a plug-and-play layer in our PJVLT model and it
has four-folds specific characteristics as follows: (1) Better
Semantic-to-Visual Transfer: Inspired by the image diffusion
network [63], we zero-initialize the linear projection layer
θw to regress the scale, shift and gate parameters, which
facilitates our SAIEL gradually transfer the knowledge from
global semantic token to visual patches. (2) Gumbel-Softmax-
based Word Selection: As a Gumbel-Softmax distribution can
be smoothly annealed into a categorical distribution [62],
we adopt a unique design that applies the Gumbel-Softmax
operation on the value Lv to estimate the importance score of
each word in a sentence, facilitating the selection of a word set
for better cross-attention. (3) Higher Efficiency: We implement
the multi-head cross-attention block using FlashAttention [64],
which is both time-efficient and memory-efficient when we
perform computation between the dense visual patches and the
semantic words. (4) Computation in Compressed Latent Space:
We project the visual/semantic features from an original
space to a compressed latent space for efficient computation,
and then re-project the visual-semantic features from the
compressed latent space to the original space for dimension
restoration. Thanks to our effective and efficient SAIEL, the
semantic information can be injected into the visual features
using the same SAIEL in a progressive manner.

D. Channel Communication Patch Interaction

As described in Sec. III-B, the semantic-aware instance
encoder layer (SAIEL) is responsible for progressive aligning
visual tokens with semantic tokens. However, different feature
channels of aligned features usually corresponds to various
semantics [65]. For instance, some feature channels represent
the foreground object “dog”, while other channels may encode
the background distractor “cat”. Thus, it is preferable to
highlight the aligned feature channels corresponding to target
objects and eliminate the aligned feature channels representing
background distractors. Moreover, the detailed information
between different patches is essential for fine-grained object
recognition [66]. For instance, the full interaction of the
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Fig. 5. Pipeline of the proposed channel communication patch interaction layer (CCPIL). CCPIL is devised to refine channels and patches of aligned
multi-modal tokens for target-aware tracking. CCPIL firstly communicates the channels of aligned tokens by estimating the channel-wise weights to re-scale
themselves. Afterwards, it projects the communicated tokens into a high dimension space for fine-grained patch interaction to estimate a residual of themselves
to produce interacted tokens.

patches containing “head” of “dog” and the patches covering
“body” of “dog” is beneficial to recognize the target object
“dog”. Therefore, it is desirable to refine the association
between aligned visual-semantic feature patches. According to
the above observation, we propose to insert a unified channel
communication patch interaction layer (CCPIL) into each
intermediate layer of transformer encoder to refine channels
and patches of aligned visual-semantic tokens for target-aware
multi-modal tracking.

Fig. 5 schematically illustrates the pipeline of the proposed
CCPIL, which consists of a channel communication module
(CCM) and a patch interaction module (PIM). CCM employs
aligned multi-modal tokens Aj to predict a set of channel-wise
weights to re-scale the set of multi-modal feature maps in Aj .
As different channels of multi-modal tokens are interdepen-
dent, CCM performs channel communication to compact the
relevant channels and scatter the irrelevant channels by using a
group compact attention fgc(·), which can be mathematically
formulated as follows:

fgc(Aj) = Sig(σ(~(Aj) ·Wp1) ·Wp2), (8)

Cj = fgc(Aj)�Aj + Aj , (9)

where � is the channel-wise multiplication operation, ~(·)
denotes a global average pooling function, σ(·) represents a
GELU function, and Sig(·) is a sigmoid activation function.
Wp1 ∈ RC× C

Ng and Wp2 ∈ R
C
Ng

×C denote the parameters
of two 1 × 1 convolution layers, respectively. Ng represents
the number of channel groups, which is set to 4 in this paper.

Inspired by the concept of the manifold of interest in
MobileNetV2 [66], PIM conducts patch interaction by using
an inverted residual and a linear bottleneck to boost the
representation power of communicated multi-modal tokens
Cj , which can be mathematically formulated as follows:

Ce = fe(Cj) = σ((Cj)
T ·We),

Cs = fs(Ce) = σ(Ce ·Ws),

Cn = fn(Cs) = Cs ·Wn,

(10)

where fe(·) is an expansion function, which is implemented
by a 1× 1 convolution layer with parameters We ∈ RNl×Nh

followed by a GELU activation function. By using the expan-
sion function, the length of tokens is expanded from a low
dimension N to a high dimension Nh. fs(·) is a selection
function, which consists of a 1 × 1 convolution layer with
parameters Ws ∈ RNh×Nh followed by a GELU activation
function, to perform patch interaction. fn(·) is a narrow linear
bottleneck, which is implemented by a 1×1 convolution layer
with parameters Wn ∈ RNh×N , to project the interacted
multi-modal tokens from the high dimension Nh to the original
low dimension N . Nh is the number of patches in the high
dimension space, which is set to 640 in this paper. Finally,
PIM employs a shortcut to produce the refined multi-modal
tokens Rj as follows:

Vj+1 = Rj = Cn + Cj + Aj . (11)

As shown in Fig. 5, with channel communication, the
aligned multi-modal tokens are global average pooled along
the token dimension to estimate each channel importance
to reweigh the aligned tokens. Afterwards, through patch
interaction, the communicated multi-modal tokens are further
expanded to the high dimension space for patch interaction
to produce the refined multi-modal tokens. The proposed
CCPIL has capability to promote activating some target-aware
channels and patches for cross-modal representation learning.

In contrast to existing attention layers, our CCPIL has
its special characteristics as follows: (1) CCPIL introduces
CCM to allow for effective communication between semantic
channels, which is beneficial to gather intra-group seman-
tic channels and separate inter-group semantic channels. (2)
CCPIL employs PIM to perform fine-grained patch interaction
between patch tokens, which is effective to separate target
patches from background patches. Thanks to the unified
CCPIL, target-aware channels and patches of aligned multi-
modal features can be progressively enhanced in our PJVLT
model.

E. Prediction Head and Training Loss

For bounding box prediction, we first convert the search
region tokens from the output of progressive joint vision-
language transformer encoder into a set of feature maps and
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then feed them into a fully convolutional network (FCN)
for prediction. FCN consists of M stacked Conv-BN-ReLU
layers, and it outputs three branches to predict a classification
score map P ∈ [0, 1)H×W , a regression offset map O ∈
[0, 1)2×H×W and a regression size map S ∈ [0, 1)2×H×W ,
where H and W denotes the height and width of these maps.
The position with the highest score in the score map is con-
sidered as the target center, i.e., (xp, yp) = arg max(x,y)Pxy ,
and the corresponding regressed coordinates in the offset map
and the size map are employed to predict the target bounding
box as:

(xt, yt) = (xp, yp) + (O(0, xp, yp),O(1, xp, yp)), (12)

(ht, wt) = (S(0, xp, yp),S(1, xp, yp)). (13)

In the training stage, a focal loss [67] weighted by a Gaus-
sian kernel is employed for target classification; a L1 Loss [16]
and a GIoU loss [68] is used for bounding box regression.
For target classification, given a ground-truth target center,
we calculate its corresponding low-resolution equivalent p̂ =
(p̂x, p̂y), and then produce a ground-truth classification score
map by using a Gaussian kernel as:

P̂xy = exp(− (x− p̂x)
2

+ (y − p̂y)
2

2σ2
p

), (14)

where σ2
p is a size-adaptive standard deviation. The focal loss

weighted by a Gaussian kernel is mathematically formulated
as:

Lcls = −
∑
xy

{
(1−Pxy)

a
log(Pxy), if P̂xy = 1

(1− P̂xy)
b
(Pxy)

a
log(1−Pxy), others

(15)
where a and b are parameters of the focal loss, which are set
to 2 and 4, respectively. For bounding box regression, given
the ground-truth and predicted target bounding boxes B̂ and
B. The GIoU loss is defined as:

Liou = 1− |B ∩ B̂|
|B ∪ B̂|

+
|C − (B ∪ B̂)|

|C|
, (16)

where C denotes the smallest enclosing convex bounding box
for B̂ and B.

The total loss of the prediction head is a combination of a
focal loss for target center classification, a GIoU loss and a
L1 loss for bounding box coordinate regression as follows:

Ltotal = Lcls + µiouLiou + µL1
L1, (17)

where µiou and µL1
are regulation parameters, which are set

to 2 and 5, respectively.

IV. EXPERIMENTS

In this section, we first give implementation details in Sec.
IV-A. Then, we provide comparison results on four prevalent
tracking datasets in Sec. IV-B. Next, we perform ablation
studies to validate the effectiveness of our PJVLT model in
Sec. IV-C. Finally, we show some examples for qualitative
comparison.

A. Implementation Details

Network Structure. The network of our PJVLT model
consists of a base ViT [60] backbone, a base BERT [61]
backbone, SAIELs, CCPILs and a box prediction head. The
ViT backbone with 12 layers is employed to encode visual
features for both template and search region, and it is ini-
tialized with the pre-trained backbone of MAE [69]. The
base BERT backbone with 12 layers is employed to encode
semantic features, and it is initialized with the official pre-
trained backbone. The box prediction head with 4 stacked
Conv-BN-ReLU layers is employed to predict three outputs
(i.e., a classification score map, an offset score map and a
size score map), and it is initialized with random weights.
The proposed SAIELs and CCPILs, which are employed for
semantic-visual feature alignment and multi-modal feature
refinement, are also randomly initialized.

Off-line Training. We employs frame pairs and natural
language expressions from the training splits of LaSOT [70],
GOT10K [71], TrackingNet [72], and COCO [73] to train
our PJVLT model. For the GOT10K dataset, the object class
information, the motion class information, the major class
information and the root class information of a video are
concatenated as its natural language expression. For the Track-
ingNet dataset, the object class information of a video is taken
as its natural language expression. For the COCO dataset, the
category information and the supercategory information of an
object in a still image are concatenated as the natural language
expression of the image.

For the video datasets, we choose a pair of video frames and
a natural language expression annotated at the first video frame
as a training sample. For the image datasets, we choose dupli-
cated still images and a natural language expression annotated
at the still image as a training sample. One frame/image is
chosen as the template, the other frame/image is treated as the
search region, and the natural language expression is the input
of language encoder. We directly sample the training samples
from the same video sequence or the still image, and we apply
brightness jitter and horizontal flip for data augmentation.

We employ the AdamW optimizer with a weight decay of
1.0×10−4 to train our model for 300 epochs with a total batch
size of 128, where the initial learning rate for the progressive
joint vision-language transformer encoder (including the ViT
backbone, the BERT backbone, SAIELs and CCPILs) is set to
1.0×10−5, and the initial learning rate for the prediction head
is set to 1.0×10−4. The learning rate is adjusted by a decrease
factor of 0.1 after 240 epochs. For the model trained on the
GOT10K training set, we train our model for 100 epochs,
where the learning rate is adjusted after 60 epochs.

Online Inference. In the tracking procedure, we feed the
template at the first video frame, the search region at the
current video frame and the language expression for the video
sequence into the well-trained network for bounding box
prediction. we also employ a Hanning window to penalize
the large movement across consecutive video frames as the
common practice [15], [37], [38]. To be more specific, the
predicted classification score map is multiplied by the Hanning
window of the same spatial size as the final classification score
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TABLE I
COMPARISON RESULTS ON THE FOUR PREVALENT SINGLE OBJECT TRACKING DATASETS (LASOT [70], LASOTEXT [74], GOT10K [71] AND

TNL2K [75]). THE FIRST, SECOND AND THIRD BEST RESULTS ARE HIGHLIGHTED BY RED, BLUE AND GREEN, RESPECTIVELY.

Method Publication
LaSOT LaSOText GOT10K TNL2K

Speed
AUC NP P AUC NP P AO SR0.50 SR0.75 AUC NP P

SiamRCNN [76] CVPR20 64.8 72.2 - - - - 64.9 72.8 59.7 52.3 - 52.8 5

LTMU [77] CVPR20 57.2 - 57.2 41.4 49.9 47.3 - - - - - - 13

AutoMatch [78] ICCV21 58.3 - 59.9 37.6 - 43.0 65.2 76.6 54.3 47.2 - 43.5 50

SiamCAR [79] CVPR20 50.7 - 51.0 33.9 - 41.0 56.9 67.0 41.5 35.3 43.6 38.4 52

TransT [44] CVPR21 64.9 73.8 69.0 44.8 - 52.5 67.1 76.8 60.9 50.7 57.1 51.7 32

TrDiMP [43] CVPR21 63.9 - 66.3 - - - 67.1 76.8 60.9 - - - 26

STARK [45] ICCV21 67.1 77.0 71.2 47.7 - 54.9 68.0 77.7 62.3 - - - 32

CSWinTT [47] CVPR22 66.2 75.2 70.9 - - - 69.4 78.9 65.4 - - - 12

UTT [80] CVPR22 64.6 - 67.2 - - - 67.2 76.3 60.5 - - - 25

ToMP [46] CVPR22 67.6 78.0 72.2 45.9 - - - - - - - - 20

MixFormer [48] CVPR22 69.2 78.7 74.7 - - - 70.7 80.0 67.8 - - - 25

OSTrack [16] ECCV22 68.7 78.1 74.6 47.4 57.3 53.3 71.0 80.4 68.2 54.3 - - 93

SimTrack [81] ECCV22 69.3 78.5 74.0 - - - 68.6 78.9 62.4 54.8 - 53.8 40

SwinTrack [82] NeurIPS22 67.2 - 70.8 47.6 - 53.8 71.3 81.9 64.5 53.0 - 53.2 98

CTTrack [50] AAAI23 67.8 77.8 74.0 - - - 71.3 80.7 70.3 - - - 40

SNLT [22] CVPR21 54.0 - 57.6 26.2 - 30.0 43.3 50.6 22.1 27.6 - 41.9 50

TNL2K-II [75] CVPR21 51.0 - 55.0 - - - - - - 42.0 50.0 42.0 -

VLTSiamCAR [23] NeurIPS22 65.2 - 69.1 44.7 - 51.6 61.4 72.4 52.3 49.8 - 51.0 43

VLTTransT [23] NeurIPS22 67.3 - 72.1 48.4 - 55.9 69.4 81.1 64.5 53.1 - 53.3 35

JointNLT [24] CVPR23 60.4 - 63.6 - - - - - - 56.9 - 58.1 39

PJVLT* Ours 65.8 75.3 71.0 - - - 72.8 83.0 70.4 - - - 54

PJVLT Ours 69.0 78.4 74.8 48.5 58.8 55.0 76.2 85.8 74.2 56.2 72.9 57.2 54

map, and the position corresponding to the highest score in the
final classification score map is considered as the target center.
The regressed coordinates corresponding to the target center
in the offset score map and the size score map are jointly used
to determine the target bounding box.

In experiments, the size of the template and the search
region is set to 128× 128 and 256× 256 pixels, respectively.
The length of the natural language expression is set to 20. The
proposed PJVLT model is trained on 2 Tesla T4 GPUs, and it
is tested on a single GPU with a tracking speed of 54 FPS.

B. Comparison with State-of-the-Arts

In this section, We compare the proposed PJVLT with fifteen
vision-only tracking methods (including SiamRCNN [76],
LTMU [77], AutoMatch [78], SiamCAR [79], TransT [44],
TrDiMP [43], STARK [45], CSWinTT [47], UTT [80],
ToMP [46], MixFormer [48], OSTrack [16], SimTrack [81],
SwinTrack [82] and CTTrack [50]) and five prevalent vision-
language tracking methods (including SNLT [22], TNL2K-
II [75], VLTSiamCAR [23], VLTTransT [23] and JointNLT [24])
on four challenging datasets.

LaSOT [70]. The LaSOT test set consists of 280 videos,
where the average video length is over 2500 frames. The
LaSOT test set adopts distance precision (P), normalized
distance precision (NP) and area under curve (AUC) as the

evaluation metrics. Tab. I reports the comparison results of
PJVLT and the other state-of-the-art methods. As illustrated
in Tab. I, we observe that our PJVLT with a joint vision-
language encoder achieves the competitive performance with
an AUC score of 69.0%, a NP score of 78.4% and a P score of
74.8%. When only trained on the LaSOT train set, our model
achieves an AUC score of 65.8%, a NP score of 75.3% and a
P score of 71.0%. In comparison with the vision-only track-
ing methods (e.g., TransT, STARK, CSWinTT, UTT, ToMP,
MixFormer, OSTrack, SimTrack, SwinTrack, CTTrack), the
proposed PJVLT achieves the competitive performance on the
LaSOT test set. The reason why the proposed PJVLT cannot
achieve significant performance gains in comparison with the
state-of-the-art vision-only tracking methods (i.e., MixFormer
and SimTrack) is that the language descriptions specified
at the first frame of video sequences are not sufficient to
support the long-term tracking for the dynamic target objects.
Nevertheless, the training time of PJVLT (i.e., 300 epochs)
is much less than the training time of MixFormer (i.e., 500
epochs) and SimTrack (i.e., 500 epochs), and our PJVLT (i.e.,
54 fps) runs faster than MixFormer (i.e., 25 fps) and SimTrack
(i.e., 40 fps). In comparison with vision-language tracking
methods (i.e., SNLT, TNL2K-II, VLTSiamCAR VLTTransT and
JointNLT), our PJVLT sets a new state-of-the-art, surpassing
the second best vision-language tracking method VLTTransT by
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1.7/2.7 absolute points in terms of the AUC/P score.
LaSOText [74]. LaSOText is an extension of LaSOT, which

consists of 150 extra videos. The video sequences in LaSOText

are challenging as many unseen objects are distracted by
similar distractors. As reported in Tab. I, our PJVLT achieves
favorable performance with an AUC score of 48.5%, a NP
score of 58.8% and a P score of 55.0%. In comparison with
the vision-only tracking methods, our PJVLT achieves the best
performance, and the training time of PJVLT (i.e., 300 epochs)
is nearly half of the training time of the best vision-only
tracking method STARK (i.e., i.e., 500 epochs for localization
in the first stage and 50 epochs for classification in the second
stage). Note that both our PJVLT and STARK use 6.0× 104

triplets per epoch to train their models. Compared with the
five vision-language tracking methods, our PJVLT obtains
the best AUC/NP score and the second best P score. On
the LaSOText set, the proposed PJVLT achieves comparable
performance with VLTTransT, whereas VLTTransT adopts more
training datasets and more complex training steps to train the
model to recognize the unseen target. It is worth pointing
out that in comparison with the tracking performance on the
other datasets, the tracking performance on the LaSOText is
much lower. On one hand, it is nontrivial to align the unseen
semantics in language descriptions with the unseen targets in
visual patches without pre-training. On the other hand, the
ambiguous semantics in language descriptions are harmful
to discriminate target objects and similar distractors. Never-
theless, the proposed PJVLT with progressive joint vision-
language transformer achieves better performance than most
competitors on the LaSOText dataset.

GOT10K [71]. The GOT10K test set consists of 180
videos, and it adopts average overlap (AO), success rate at
an overlap threshold of 0.50 (SR0.50) and success rate at an
overlap threshold of 0.75 (SR0.75) as the evaluation metrics.
Tab. I illustrates the comparison results of our PJVLT, PJVLT-
GOT10K (which is trained on the GOT10K training set) and
the other state-of-the-art methods. As shown in Tab. I, the
proposed PJVLT reaches the state-of-the-art performance in
comparison with the other competing methods. To be more
specific, our PJVLT achieves the best performance with an
AO score of 76.2%, a SR0.50 score of 85.8%, and a SR0.75

score of 74.2% on the test set. In comparison with the vision-
only tracking methods (e.g., STARK, MixFormer, OSTrack,
SimTrack, SwinTrack and CTTrack) which are also trained
on the GOT10K training set, our model sets a new state-of-
the-art with an AO score of 72.8%, a SR0.50 score of 83.0%,
and a SR0.75 score of 70.4% on the test set. This shows that
performing progressive joint vision-language representation
learning in our PJVLT is an effective way to achieve the
state-of-the-art performance. Moreover, our PJVLT is superior
to the other vision-language tracking methods (i.e., SNLT,
VLTSiamCAR and VLTTransT) with large performance gains.
The excellent performance benefits from the semantic-visual
alignment and refinement layers in our PJVLT to facilitate
progressive joint vision-language encoding.

TNL2K [75]. TNL2K is a recent dataset specially designed
for vision-language tracking, where the test set contains 700
videos. The TNL2K test set adopts the same evaluation metrics

TABLE II
COMPARISONS OF THE THREE SEMANTIC-VISUAL FUSION METHODS ON

THE LASOT AND GOT10K TEST SETS. THE PROPOSED PJVLT USING THE
PROGRESSIVE FUSION METHOD ACHIEVES THE HIGHEST SCORES, WHICH

ARE HIGHLIGHTED BY BOLD.

Method
LaSOT GOT10K

AUC NP P AO SR0.50 SR0.75

Baseline 64.5 73.8 69.3 71.0 80.4 68.2

Late Fusion 65.2 74.5 70.1 71.8 81.4 68.6

Early Fusion 65.5 74.5 70.3 72.4 82.3 69.8

Progressive Fusion 65.8 75.3 71.0 72.8 83.0 70.4

as LaSOT and LaSOText. Tab. I compares the proposed PJVLT
with seven vision-only tracking methods and five vision-
language tracking methods. As reported in Tab. I, our PJVLT
sets a new state-of-the-art with 56.2% AUC score, 72.9% NP
score, and 57.2% P score. Compared to the seven vision-
only tracking methods, our PJVLT outperforms the second
best vision-only tracking method SimTrack by 1.4/3.4 absolute
points on the AUC/P metric. Furthermore, our PJVLT achieves
the second best results among the six vision-language tracking
methods. The superior performance of JointNLT over PJVLT
can be attributed to two aspects. On one hand, JointNLT
introduces the additional semantic-guided temporal model to
cope with the target appearance variations over time. On the
other hand, JointNLT employs additional TNL2K train set to
train its model. In contrast, our PJVLT uses the same common
datasets as most tracking methods to train a more succinct
model. Moreover, our PJVLT runs at a faster tracking speed
than JointNLT.

C. Ablative Experiments

We perform ablative experiments to show the effectiveness
of our design in PJVLT. As the LaSOT and GOT10K test sets
with diverse classes are appropriate to assess the generalization
of the proposed PJVLT, we choose them for our ablative
experiments.

Effectiveness of Progressive Joint Vision-Language En-
coding. The proposed PJVLT performs progressive joint
vision-language representation learning for object tracking. To
show the effectiveness of our progressive fusion method, we
carefully design our model with the early fuison method and
the late fusion method, respectively. Tab. II reports the compar-
ison results of our model using the three fusion methods. As
observed from the table, compared to the baseline model, our
model with the fusion methods can consistently improve the
tracking performance on the test set, which shows that the in-
troduction of language information is effective to facilitate ob-
ject tracking. Compared to the baseline method, the late fusion
method can result in 0.7/0.7/0.8 absolute point gains in terms
of the AUC/NP/P score on the LaSOT test set. In comparison
with the late fusion method, the early fusion method can
yield 0.6/0.9/1.2 absolute point gains on the AO/SR0.50/SR0.75

metric on the GOT10K test set. However, both late fusion
method and early fusion method are inferior to our pro-
gressive fusion method, which facilitate our PJVLT model
to achieve the best performance with an AO/SR0.50/SR0.75
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 (b1) Baseline  (c1) +SAIEL (a1) Search Region  (d1) +CCPIL  (b2) Baseline  (c2) +SAIEL (a2) Search Region  (d2) +CCPIL

Language description: "white boat running vehicle"Language description: "crane walking bird animal"

Language description: "monkey climbing animal"

Language description: "snake swimming animal"

Language description: "black person swimming object part"

Language description: "squirrel walking animal"

Language description: "girl skating object part"

Language description: "person swimming object part"

Language description: "black person swimming object part"Language description: "worm climbing animal"

Fig. 6. Comparisons of activation maps of our PJVLT with SAIEL and CCPIL using GradCAM [65] on the GOT10K test set. Both SAIEL and CCPIL can
endow the discriminability power of our PJVLT model to distinguish the targets from surronding backgrounds.

TABLE III
IMPACT OF THE NUMBER OF PROGRESSIVE SEMANTIC-VISUAL FUSION

LAYERS ON THE LASOT AND GOT10K TEST SETS. THE PROPOSED
PJVLT WITH 12 FUSION LAYERS ACHIEVES THE HIGHEST SCORES, WHICH

ARE HIGHLIGHTED BY BOLD.

Layer
LaSOT GOT10K

AUC NP P AO SR0.50 SR0.75

1 64.6 73.9 69.6 72.1 81.9 69.4

3 64.7 74.3 69.7 72.1 81.9 69.6

6 64.7 74.4 69.9 72.3 82.0 69.7

9 65.5 74.5 70.3 72.7 82.6 69.9

12 65.8 75.3 71.0 72.8 83.0 70.4

score of 72.8%/83.0%/70.4% on the GOT10K test set and an
AUC/NP/P score of 65.8%/75.3%/71.0% on the LaSOT test
set.

Impact of the Number of Progressive Semantic-Visual
Fusion Layers. The proposed PJVLT adopts 12 joint vision-
language encoder layers to performs semantic-visual align-
ment and refinement. To investigate the influence of the
number of progressive semantic-visual fusion layers on the
tracking performance, we cautiously design four variants of
the proposed PJVLT, which respectively adopts 1, 3, 6 and 9
layers for semantic-visual fusion. Table III reports the tracking
performance of these variants on the LaSOT and GOT10K test

TABLE IV
INFLUENCE OF SAIEL AND CCPIL ON THE LASOT AND GOT10K TEST
SETS. THE PROPOSED PJVLT WITH BOTH SAIEL AND CCPIL ACHIEVES

THE HIGHEST SCORES, WHICH ARE HIGHLIGHTED BY BOLD.

Method SAIEL CCPIL
LaSOT GOT10K

AUC NP P AO SR0.50 SR0.75

Baseline 64.5 73.8 69.3 71.0 80.4 68.2

w/o CCPIL X 65.4 74.9 70.4 72.0 81.9 68.8

w/o SAIEL X 64.5 73.9 69.6 72.0 81.9 69.6

PJVLT X X 65.8 75.3 71.0 72.8 83.0 70.4

sets. From Table III, we can observe that as the number of
progressive fusion layers increases, the tracking performance
of these variants can be gradually improved.

Effectiveness of SAIEL and CCPIL. The core components
of the proposed PIVLT are SAIEL and CCPIL. To test the
influence of SAIEL and CCPIL on the performance of our
PJVLT, we remove them from our PJVLT and report the
comparison results in Tab. IV. From Tab. IV, we can observe
that both SAIEL and CCPIL are conductive for performance
improvement on the test set, which validates the effective-
ness of SAIEL and CCPIL. In comparison with the baseline
method, SAIEL can yield 0.9/1.1/1.2 absolute point gains
for the AUC/NP/P score on the LaSOT test set. In contrast,
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TABLE V
COMPARISONS OF DIFFERENT FEATURE INTEGRATION SCHEMES IN

SAIEL ON THE LASOT AND GOT10K TEST SETS. OUR PJVLT USING A
CONCATENATION OPERATION OBTAINS THE HIGHEST SCORES, WHICH ARE

HIGHLIGHTED BY BOLD.

Operator ⊕ � ©
LaSOT GOT10K

AUC NP P AO SR0.50 SR0.75

Summation X 65.6 74.8 70.6 72.7 82.4 70.0

Multiplication X 65.1 74.5 70.3 71.8 81.5 69.0

Concatenation X 65.8 75.3 71.0 72.8 83.0 70.4

TABLE VI
INFLUENCE OF CCM AND PIM IN CCPIL ON THE LASOT AND GOT10K
TEST SETS. THE PROPOSED PJVLT WITH BOTH CCM AND PIM ACHIEVES

THE HIGHEST SCORES, WHICH ARE HIGHLIGHTED BY BOLD.

Method CCM PIM
LaSOT GOT10K

AUC NP P AO SR0.50 SR0.75

w/o CCPIL 65.4 74.9 70.4 72.0 81.9 68.8

w/o CCM X 65.7 75.1 70.6 72.2 82.1 69.4

w/o PIM X 65.6 75.0 70.9 72.4 82.2 69.7

PJVLT X X 65.8 75.3 71.0 72.8 83.0 70.4

CCPIL can result in 1.0/1.5/1.4 absolute point gains on the
AO/SR0.50/SR0.75 metric. Overall, compared with the base-
line, the proposed PJVLT with both SAIEL and CCPIL can
bring 2.5%/3.2%/3.2% and 2.0%/2.0%/2.5% relative perfor-
mance gains for the AO/SR0.50/SR0.75 and AUC/NP/P score
on the GOT10K and LaSOT test set, respectively.

Comparisons of Different Feature Integration Schemes
in SAIEL. The proposed SAIEL employs the concatenation
operation to integrate semantic features and visual features
as shown in Fig. 4. In Tab. V, we illustrate the comparison
results by using different operations, including element-wise
summation (i.e., ⊕), element-wise multiplication (i.e., �) and
concatenation (i.e., ©). As shown in Tab. V, in comparison
with the tracking methods using the element-wise summation
or element-wise multiplication operator, our PJVLT using the
concatenation operation exhibits the best performance on the
GOT10K and LaSOT test sets.

Effectiveness of CCM and PIM Modules in CCPIL. Each
CCPIL employs a channel communication module (CCM)
and a patch interaction module (PIM) to refine channels and
patches of visual-semantic tokens for target-aware multi-modal
tracking as depicted in Fig. 5. To test the influence of CCM and
PIM on the tracking performance, we remove each component
from CCPIL and report the comparison results in Tab. VI. As
observed from the table, both CCM and PIM are effective to
improve the tracking performance, and the proposed PJVLT
using both CCM and PIM achieves the best performance in
comparison with its counterparts on the GOT10K and LaSOT
test sets.

D. Qualitative Comparison

In this section, we compare the visualization maps of
our PJVLT model with/without SAIEL and CCPIL on the
GOT10K test set. Fig. 6, Fig. 7 and Fig. 8 show the activation

 (b1) PJVLT (a1) Search Region  (b2) PJVLT (a2) Search Region

"blue car running vehicle"

"brown deer running animal"

"deer running animal"

"kangaroo jumping animal"

"purple car running vehicle"

"white person walking object part "

"leaf floating natural object"

"goat walking animal"

Fig. 7. Activation maps of our PJVLT model on eight examples using
GradCAM [65] on the GOT10K test set.

maps of our PJVLT model by using GradCAM [65]. The
highest prediction score in the classification map is selected
as the target and it is back-propagated to the output of our
progressive joint vision-language encoder for visualization.
From Fig. 6, Fig. 7 and Fig. 8, we can observe that our
PJVLT with both SAIEL and CCPIL can focus on the targets
and suppress the backgrounds, validating the effectiveness of
progressive joint vision-language representation learning.

As depicted on the top four rows of the left four columns
in Fig. 6, the baseline method without using language de-
scriptions only focuses on relatively small regions of various
animals (i.e., “crane”, “monkey”, “snake” and “squirrel”);
when introducing SAIEL, our PJVLT model using attribute
descriptions is able to attend to discriminative parts of these
animals; when further introducing CCPIL, our PJVLT model
using attribute descriptions can precisely concentrate on the
whole target regions of these animals. The bottom row of
the left four columns in Fig. 6 shows that without language
attributes, the baseline method cannot activate the target region
of “worm”; by introducing the proposed SAIEL into the
baseline model, the responses of the intermediate model scatter
on both the target regions and background regions; by further
introducing CCPIL into the intermediate model, the responses
of our PJVLT model centralize on the whole target region
of “worm”. On the top four rows of the right four columns
in Fig. 6, we can observe that by gradually introducing the
proposed SAIEL and CCPIL, our PJVLT model can activate
more and more discriminative target regions of “boat” or
“person” on the search region. As shown on the bottom
row of the right four columns in Fig. 6, the baseline model
without language attributes can merely activate the head of the
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(b) Language description: "kangaroo jumping animal"(a) Language description: "red human sliding object part"

(c) Language description: "tiger walking animal" (d) Language description: "bird flying animal"

(e) Language description: "monkey climbing animal" (f) Language description: "purple car running vehicle"

#60

#27 #29 #31 #60

#16 #33 #36 #39

#21 #41 #43 #52

#02 #04 #08 #16

#05 #15 #40 #75 #01 #12 #36

Fig. 8. Activation maps of our PJVLT model across various frames of six video sequences using GradCAM [65] on the GOT10K test set.

“black swimming person”; with the introduction of SAIEL, the
intermediate model with language attributes coarsely attend to
both target regions and background regions. In contrast, with
both SAIEL and CCPIL, our PJVLT with language attributes
can accurately focus on the discriminative target regions of
“black swimming person”. In general, the above observation
reveals that both SAIEL and CCPIL are beneficial to our
PJVLT model for better target localization.

Fig. 7 illustrates eight examples activated by our PJVLT
model. As depicted on the top three rows in Fig. 7, when
using unambiguous language expressions of various semantics
as inputs, the proposed PJVLT model can successfully and
precisely activate the discriminative target regions of various
objects. However, from the bottom row in Fig. 7, we can
observe that when the input language expressions have am-
biguous semantics in the search regions, the proposed PJVLT
model will activate both target regions and distractor regions.
For instance, when two similar “jumping kangaroos” are heav-
ily occluded with each other, the responses of them are fused
together. Furthermore, when a “walking goat” is distracted
by another “walking goat”, the proposed PJVLT model will

activate two separate regions of “walking goats”. Fig. 8 shows
the activation maps that span multiple frames within six video
sequences. As shown in Fig. 8(a) and Fig. 8(f), when the target
objects undergo significant viewpoint changes, our PJVLT
model can precisely activate the target regions from different
viewpoints across multiple frames. From Fig. 8(b) to Fig. 8(e),
we can observe that our PJVLT model is able to outline various
shapes of different animals across multiple frames. The vivid
visualization results further prove that our PJVLT model is
effective to enhance vision-language context modeling.

V. CONCLUSIONS

In this paper, we propose a novel progressive joint vision-
language transformer (PJVLT) to perform multi-modal repre-
sentation learning for vision-language tracking. The proposed
PJVLT carefully plugs a semantic-aware instance encoder
layer (SAIEL) and a channel communication patch interaction
layer (CCPIL) into each intermediate layer of joint vision-
language transformer encoder. SAIEL is eligible for alignment
between visual features and semantic features from coarse to
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fine level, and CCPIL is responsible for activation of target-
aware feature patches and channels of aligned multi-modal
features. By aligning and refining semantic-visual features at
each intermediate layer of transformer encoder, our PJVLT can
adaptively excavate well-aligned vision-language context to
enhance the target at hierarchical levels. Experiments on four
prevalent single object tracking datasets show that our PJVLT
can achieve the state-of-the-art performance in comparison
with both conventional tracking methods and vision-language
tracking methods.
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