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ABSTRACT
The low-latency streams captured by event cameras have shown
impressive potential in addressing vision tasks such as video recon-
struction and optical flow estimation. However, these tasks often re-
quire massive training event streams, which are expensive to collect
and largely bypassed by recently proposed event camera simulators.
To align the statistics of synthetic events with that of target event
cameras, existing simulators often need to be heuristically tuned
with elaborative manual efforts and thus become incompetent to
automatically adapt to various domains. To address this issue, this
work proposes one of the first learning-based, domain-adaptive
event simulator. Given a specific domain, the proposed simulator
learns pixel-wise distributions of event contrast thresholds that,
after stochastic sampling and paralleled rendering, can generate
event representations well aligned with those from the data from
realistic event cameras. To achieve such domain-specific alignment,
we design a novel divide-and-conquer discrimination scheme that
adaptively evaluates the synthetic-to-real consistency of event rep-
resentations according to the local statistics of images and events.
Trained with the data synthesized by the proposed simulator, the
performances of state-of-the-art event-based video reconstruction
and optical flow estimation approaches are boosted up to 22.9%
and 2.8%, respectively. In addition, we show significantly improved
domain adaptation capability over existing event simulators and
tuning strategies, consistently on three real event datasets.
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• Computing methodologies → Computer vision tasks; Ad-
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Figure 1: Motivation of the proposed approach. Noise distri-
butions of event streams can differ sharply depending on
the event cameras and their settings. For example, to cap-
ture the scene clearly in low light, the camera ISO is often set
high to be light-sensitive, which, meanwhile, leads to more
noise compared with normal-light photography (a). To syn-
thesize realistic data for training low-light video reconstruc-
tion, the ESIM simulator [34] has to be tuned manually and
carefully to match the target noise distribution. Otherwise,
the model trained with unrealistic event streams may not
generalize well on low light events (i.e. comparing (c) with
the reference scene (b)). Our learning-based event simulator
automatically adapts to the target domain without manual
tuning, resulting into better trained model (d).
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1 INTRODUCTION
Event cameras, or dynamic vision sensors [23], are revolutionary
visual sensors that receive wide attention in computer vision com-
munity. Their captured signals, called event streams, respond to
the scene with extremely low latency and present high dynamic

Session 12: Multimodal Analysis and Description-I MM ’21, October 20–24, 2021, Virtual Event, China

1275

http://cvteam.net
https://doi.org/10.1145/3474085.3475229
https://doi.org/10.1145/3474085.3475229
https://doi.org/10.1145/3474085.3475229
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3474085.3475229&domain=pdf&date_stamp=2021-10-17


range, vitalizing various vision tasks such as video reconstruc-
tion [19, 37, 41, 42], image deblurring [6, 7, 32, 40] and optical
flow estimation [1, 45, 50, 51]. However, training these tasks re-
quires huge amounts of event streams and spatiotemporally aligned
high-quality videos, which are usually expensive to capture due to
dedicated event-to-video calibration and synchronization. There-
fore, it is desired to develop efficient data synthesize techniques for
event-based vision.

Recently, the ESIM simulator [34] was proposed to synthesize
event streams from video sequences, mimicking the way a real
event camera works. Essentially, it models several key steps of
the physical generation process of events, including scene mo-
tion synthesis, contrast threshold sampling, and adaptive event
rendering. Though still much simpler than the real pipeline of
event-based imaging, it was shown to provide high-quality event
streams trained on which, the models generalize well to processing
real-world events [36, 43, 44]. The v2e simulator [9] implements a
more realistic, and complicated, computational event simulation
pipeline with more coverage to the ingredients of event-based imag-
ing. However, these simulators need elaborative manual tuning of
various parameters to narrow the synthetic-to-real domain gap. As
shown in Fig. 1, the distribution of event streams generated by ESIM
with default parameters is significantly inconsistent with that of
real events, which may degenerate the performance of subsequent
tasks.

To ease the manual efforts on tuning existing simulators, recent
work [43] advocates a simple metric on domain alignment by mea-
suring the average events per pixel per second, which is shown effec-
tive to automatically search the parameters of ESIM. However, such
heuristic metric may not optimally reflect the gap between noise
distributions of synthetic and real data. It was attempted by [49]
on learning to generate event representations directly from video
frames without using an event simulator, in which image-to-event
translation was achieved via a CycleGAN [20] based framework.
Nevertheless, CycleGAN training suffers from the risk of distorting
the image content [10], and does not model the inherent random-
ness of event genreation from noisy contrast threshold sampling.

To address the aforementioned issues, we propose a novel learning-
based, domain-adaptive event simulator that utilizes a small set of
event streams from the target domain to automatically “calibrate”
its simulation parameters. Instead of learning direct image-to-event
translation as did in [49], we re-craft several essential units of
ESIM, i.e., contrast threshold sampling and event stream render-
ing, into differentiable network modules, making the simulation
pipeline trainable while comply to the physics of event-based imag-
ing. Specifically, we design deep neural networks to predict for each
scene the per-pixel noise distributions of event contrast thresholds,
which are sampled and used to render event streams efficiently
with a reformulation of event generation process. A divide-and-
conquer discrimination scheme is proposed, that adopts multiple
light-weight, scene-adaptive domain discriminators for localized
alignment between the generated event streams with the real ones
from the target domain. Extensive experiments show that the pro-
posed simulator surpasses previous one equipped with advanced
tuning strategies. In particular, it improves the performances of the
state-of-the-art approaches on event-based video reconstruction
and optical flow estimation up to 22.9% and 2.8%, respectively.

In summary, the contribution of this paper are: 1) A novel learning-
based event simulator that automatically “calibrates” its parameters
to generate event streams from the target domain; 2) Differentiable
modules for contrast threshold sampling and fast event stream
rendering, which can be integrated into the framework for end-to-
end training; 3) A divide-and-conquer discrimination scheme that
supports localized, scene-adaptive domain alignment; 4) Outstand-
ing performance across different datasets and subsequent tasks
compared with existing simulator and tuning strategies.

2 RELATEDWORK

Event simulation. Many prior works propose to simulate events
from image sequences with a simplified model, by differencing the
intensities of consecutive images in log-space and thresholding the
differences (e.g., [4, 16, 22]). However, they are limited by the frame
rate of video sequences, and lack noise modeling of contrast-based
threholding. ESIM [34] was proposed as the first high-fidelity event
simulator that assumes continuous motion representation of the
scene to improve temporal resolution of rendering and mimics the
noisiness of contrast threshold sampling. It was shown to generate
high-quality event streams capable of training various visual tasks,
by properly tuning its simulation parameters. ESIM was further
extended to combine video frame interpolation techniques to syn-
thesize labeled event streams from real-world video datasets [12].
The v2e simulator [9] implements computational versions of more
physical modules and characteristics of event camera, while also
introducing far more modeling parameters to tune.
Event-based vision by learning from simulated data. Though
efforts have to be spent on tuning, existing event simulators were
shown to benefit various downstream vision tasks, by improv-
ing learning based methods for which large amounts of realistic
training data are crucial. They greatly facilitate the advance of
researches on both low-level event-based vision (e.g., video recon-
struction [19, 37, 41, 42], image deblurring [15, 32], video inter-
polation [24], optical flow estimation [1, 45, 50, 51]), high-level
event-based vision (e.g., object detection [29] and segmentation [2])
and 3D modeling from events (e.g., [3]). However, like CMOS image
sensors, event cameras present variety on low-level characteristics
of captured event streams, depending on camera settings and envi-
ronment. Manually tuning simulators to adapt to different event
cameras can be cumbersome, necessitating automatic methods to
efficiently achieve this.
Sythetic-to-real adaptation. Bridging the domain gap between
the synthesized data with the real data has been extensively studied
in recent years [17, 43, 49]. As for event-based vision, there are also
several recent efforts on automatic and domain-adaptive event syn-
thesis. Among them, Stoffregen et al. [43] propose several heuristics
to tune ESIM to narrow the synthetic-to-real gap, including metrics
to indicate alignment of event noise, and noise/data augmentation
strategies. EventGan [49] was proposed instead as a learning ap-
proach that adopts adversarial domain alignment [33] to translate
image sequences to event representations. However its generation
process is deterministic, without considering the uncertainty and
noise in event-based imaging. Instead of designing tuning strate-
gies for ESIM or deterministic domain translation, we propose a
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Figure 2: The pipeline of the proposed approach. Please refer to the text (Sect. 4) for details. Best viewed in electronic version.

learning-based simulator that calibrates its simulation pipeline to
align with target domain characteristics. Doing so preserves the
real physical formation of events, guarantees the fidelity of events
in general sense, while inherits the merits of learning methods for
efficient simulation parameter optimization.

3 BACKGROUND
Before diving into the the proposed approach for learning event
simulation, we first briefly review the closely related and cur-
rently prevalent simulator, ESIM [34]. Essentially, to simulate event
streams from a given image, it consists of the following steps:
1) Sensor trajectory generation. A motion trajectory model T ,
which determines the motion dynamics of each image pixel, is
generated. At a given time instant, the projected position of any
image pixel can be queried from this motion model.
2) Video sequence rendering. With the trajectory, a rendering
engine then generates an instant intensity image, warped from the
given image(s) I0, at a given time instant 𝑡 :

I𝑡 = R(𝑡 ;I0,T) . (1)

By sampling a set of consecutive time instants {𝑡𝑘 }𝑁𝑘=1, a high frame-
rate video sequence conforming to trajectory T can be synthesized.
3) Adaptive time sampling. To render a video sequence, a set
of sampled time instants {𝑡𝑘 }𝑁𝑘=1 is needed. To improve efficiency,
ESIM proposes an adaptive sampling strategy, drawing more time
instants in case of fast change of the scene, while less when the scene
is static. The next rendering time 𝑡𝑘+1 is predicted from history
based on the local scene states (e.g., motion and brightness change).
4) Event stream rendering.After time instant sampling and video
frame rendering, events are generated following the rule of change
detection in logarithm image space [18]. Specifically, for a pixel
position p, an event is generated when the logarithm of image

intensity at p changes up to a value called contrast threshold. This
process is summarized as follows:

ΔL𝑡𝑘+1 (p) = log(I𝑡𝑘+1 (p)) − log(Î𝑡𝑘 (p)), (2)

𝑁
𝑝
𝑡𝑘+1

(p) =
⌊
ℎ(ΔL(p))

𝜃𝑝

⌋
, 𝑁𝑛𝑡𝑘+1 (p) =

⌊
ℎ(−ΔL(p))

𝜃𝑛

⌋
, (3)

Î𝑡𝑘+1 (p) = Î𝑡𝑘 (p) · exp
(
𝑁
𝑝
𝑡𝑘+1

(p)𝜃𝑝 − 𝑁𝑛𝑡𝑘+1 (p)𝜃𝑛
)
, (4)

whereℎ(·) = max(·, 0) is the half-rectify function,𝜃𝑝 and𝜃𝑛 are con-
trast thresholds for positive and negative polarity, respectively. Note
that instead of differencing the instant image I𝑡𝑘+1 with I𝑡𝑘 in (2), it
is differenced with the intermediate image Î𝑡𝑘 which accumulates
the historically generated events and is updated continuously, to
meet the real physical process of event generation [9].

The contrast thresholds 𝜃 were observed not constant but follow
normal distributions [23]. To mimic this, ESIM manually defines
such distribution, and samples specific values during each genera-
tion step (3). A number of events (i.e., 𝑁𝑝𝑡𝑘+1 (p) or 𝑁

𝑛
𝑡𝑘+1

(n)) can be
jointly generated by floor rounding the division between changed
log-intensity and threshold (3).

4 DOMAIN-ADAPTIVE EVENT SIMULATOR
Instead of manual tuning of simulation parameters, we propose a
learning-based event simulation framework, as summarized in Fig.
2. It consists of the essential components as defined in ESIM, but re-
placed with differentiable versions. Like ESIM, the proposed frame-
work creates synthesized training scenes by warping randomly
sampled high-quality images with predefined trajectories. Different
from ESIM, however, the proposed contrast threshold simulation
module adopts neural networks to automatically estimate the dis-
tribution parameters, 𝛍𝜃 and 𝛔𝜃 , of the spatially adaptive event
contrast thresholds, from the synthesized scene. Event contrast
thresholds are sampled from the learned distributions, by which
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event streams are generated from the scene sequences with the
differentiable event rendering module.

To guarantee the generated event streams fall within the domain
of the target dataset, a domain alignment scheme is proposed. To
this end the synthesized event streams are binned to generate event
count maps [26, 28, 35], which, with those generated from the real
event streams from the target dataset, are fed into a divide-and-
conquer domain discrimination scheme. Local patches are extracted
from the event count map, for each of which structure is anal-
ysed and used to map it to a particular discriminator handling that
structure. In the rest, we elaborate these techniques in more details.

4.1 Training Video Sequence Generation
We follow Stoffregen et al. [43] to sample scene trajectories and
render training video sequences, which we briefly summarize for
completeness. To render a scene, one or multiple foreground images
and a background image are first sampled from a large dataset, for
which we use the unlabeled subset of the MS COCO dataset [25].
For foreground images, we adopt the annotated instance masks to
filter out the background. Each foreground or background image is
associated with a synthetic trajectory, formed by affine transforma-
tions including translation, scaling and rotation, and a velocity. Our
video sequence renderer R, taking similar form with (1), warps a
small set of foreground objects and the background image by their
respective motion trajectories with different levels of velocities, and
composed to produce the rendered image.

4.2 Learning Event Stream Rendering
Given the video sequence renderer R, synthesizing event streams,
as discussed in Sect. 3, requires 1) defining a sampling strategy
of rendering time, and 2) synthesizing the events from the image
rendering results at the sampled time instants.

We follow a strategy proposed in ESIM to sequentially sample the
rendering time, based on the state of the scene motion. Specifically,
the next rendering time 𝑡𝑘+1 is predicted from the maximal velocity
magnitude over all positions p at time 𝑡𝑘 :

𝑡𝑘+1 = 𝑡𝑘 +max
(
𝜆𝑡

1
maxp |𝑣𝑡𝑘 (p) |

, 𝛿

)
, (5)

where 𝜆𝑡 = 0.5 trade-offs the rendering accuracy and speed, 𝛿
models the refractory period of event camera and is set to 1ms.

Our event stream rendering process is similar with the general
procedures for event simulation from images (2) ∼ (4), in which con-
trast thresholds of positive and negative polarity, namely 𝜃𝑝 and 𝜃𝑛 ,
are first sampled. Unlike previous simulators, contrast thresholds
are automatically learned in our approach, which will be explained
shortly after for conciseness. With the thresholds, (2) ∼ (4) synthe-
size events sequentially, by differencing the latest rendered image
I𝑡𝑘+1 with a dynamically updated history image Î𝑡𝑘 . However, such
a generation procedure, if unrolled, involves recursive gradient up-
dates on the learned thresholds 𝜃 (see (3) and (4)), causing gradient
instability for long-time rendering during training.
Near-parallel reformulation of event rendering. We propose
an approximation of event generation (2) ∼ (4), enabling nearly
paralleled computation of event counts 𝑁𝑝𝑡𝑘 and 𝑁𝑛𝑡𝑘 of different
time intervals among consecutive 𝑡𝑘 s. Specifically, it can be proved

that under the mild assumption 𝜃𝑝 ≈ 𝜃𝑛 = 𝜃 , the event counts 𝑁𝑝𝑡𝑘+1
and 𝑁𝑛𝑡𝑘+1 take the following formula:

𝑁
𝑝
𝑡𝑘+1

(p) = ℎ(𝐷𝑡𝑘+1 (p)), 𝑁𝑛𝑡𝑘+1 (p) = ℎ(−𝐷𝑡𝑘+1 (p)),
where 𝐷𝑡𝑘+1 (p) = 𝑆𝑡𝑘+1 (p) − 𝑆𝑡𝑘 (p) .

(6)

Here, 𝑆𝑡𝑘+1 represents the accumulated change of polarities:

𝑆𝑡𝑘+1 (p) = ⌊𝑆𝑡𝑘+1 (p)⌋ + 𝑟𝑡𝑘+1 (p),

where 𝑆𝑡𝑘+1 (p) =
log(I𝑡𝑘+1 (p)) − log(Î𝑡0 (p))

𝜃 (p) ,
(7)

and 𝑟𝑡𝑘+1 is an adaptive residual to compensate the rounding error.
If Ŝ𝑡𝑘+1 = ⌊Ŝ𝑡𝑘+1⌋, i.e. is an integer, then 𝑟𝑡𝑘+1 = 0. Otherwise,

𝑟𝑡𝑘+1 (p) =


−1, ⌊𝑆𝑡𝑘+1 (p)⌋ > ⌊𝑆𝑡𝑘 (p)⌋ ∧ 𝑆𝑡𝑘+1 (p) < 0
1, ⌊𝑆𝑡𝑘+1 (p)⌋ < ⌊𝑆𝑡𝑘 (p)⌋ ∧ 𝑆𝑡𝑘+1 (p) > 0

𝑟𝑡𝑘 (p), ⌊𝑆𝑡𝑘+1 (p)⌋ = ⌊𝑆𝑡𝑘 (p)⌋
0, otherwise.

(8)
From (8), 𝑆𝑡𝑘 can be easily computed in parallel for every 𝑡𝑘 , which
unnecessites recursive gradient propagation for 𝜃 . Computing 𝑟𝑡𝑘 ,
though not paralleled, does not affect gradient calculation for 𝜃 .
In practice we find it result into more stable training and much
faster convergence. Note that the assumption 𝜃𝑝 ≈ 𝜃𝑛 = 𝜃 is mild:
they are often similar in event cameras, roughly complying to
𝜃𝑝 ≈ 𝜃𝑛 · N (1.0, 0.1) where N(·, ·) is normal distribution [43].

The contrast thresholds 𝜃 define the uncertainty of event genera-
tion, which previous simulators [9, 34] sample from a manually set,
globally uniform distribution. However, like the CMOS image sen-
sor noise, event contrast threshold noise is inherently non-uniform
and spatially varying, depending on the camera settings, the en-
vironment illumination, and temperature [31]. Unfortunately, it is
still difficult to accurately calibrate such noise distributions [11],
leave behind manual tuning to simulate them. In this work, we rely
on neural networks to address such difficulty.
Contrast threshold learning. Our contrast threshold learning
network takes as input a rendered image of the scene (i.e., the mid-
dle image of the full rendered sequence), and outputs per-pixel
distributions of threshold noise. We follow previous observations
that contrast thresholds are mostly normally distributed [23], and
model such distributions with two pixel-varing maps 𝛍𝜃 = 𝜇𝜃 (·)
and 𝛔𝜃 = 𝜎𝜃 (·), representing the sufficient statistics, i.e., mean
and variance of normal distribution, respectively. The network is
of UNet structure [39], using residual blocks in its encoder, and
skip connections between them. We refer the readers to our supple-
mentary for more details of the network. Since that the variance is
always positive, we compute exponential of the network output to
get variance 𝛔𝜃 .

Generating the contrast thresholds 𝜃 requires sampling from 𝛍𝜃

and 𝛔𝜃 . This is achieved with the reparameterization trick [21], by
firstly sampling a variable from a standard nominal 𝑧 (p) ∼ N (0, 1),
then scaling and shifting it via 𝜃 (p) = 𝜇𝜃 (p) + 𝑧 (p) · 𝜎𝜃 (p). The
generated thresholds are then clipped below with a small constant
to ensure positiveness, 𝜃 (p) = max(𝜃 (p), 𝜖), where 𝜖 = 0.01.

With the sampled per-pixel thresholds, we adopt (6) to generate
event streams, and then feed them with the real events into the
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Figure 3: Illustrating KL-regularization. Two models of our
approach, with and without KL-regularizations, are trained
to adapt to a synthetic dataset with threshold distribution
in the form N(0.2, 0.05). With KL-regularization, the target
distribution is successfully learned.

domain discriminator for domain adaptation, which provides train-
ing signals to contrast thresholds. However, simply doing this the
learned variance often diminish to zeros, as shown in Fig. 3. Due to
the lack of direct supervision to threshold distribution learning, it
is prone to fall into bad local minima without regularization.

We find this issue can be addressed by regularizing the learned
distributions close to a prior, via minimizing their KL-divergence:

𝐿𝑟 (p) = −𝜆𝑟𝐷𝐾𝐿 (N (𝜇𝜃 (p), 𝜎𝜃 (p)) | |N (0, 1)) , (9)

where 𝜆𝑟 controls the strength of regularization, which can be
set large and annealed to zero during training, to get rid of bad
minima at early stage. In practice, setting 𝜆𝑟 to a small constant
10−5 without annealing already works well. As illustrated in Fig. 3,
this regularization is crucial to make distribution learning succeed.

4.3 Divide-and-Conquer Discrimination
The generated event streams are compared with the real ones ran-
domly sampled from the target dataset for domain discrimination.
To represent the event streams we use stacked event represen-
tations [28], binning them into a single image by pixel-wisely
counting the number of events occurred in a small time window
(i.e., 50ms).We separate the counting of positive and negative events,
resulting into two event count maps, M𝑝

𝑔 and M𝑛
𝑔 .

We follow the recent advance on adversarial learning for domain
adaptation [14, 47, 52], training the generated event count maps to
fool a domain discriminator:

𝐿𝐷 = EM𝑟∼𝑃𝑟 (M𝑟 ) [𝐷 (M𝑟 )] − EM𝑔∼𝑃𝑔 (M𝑔) [𝐷 (M𝑔)], (10)

where E is empirical mean,M𝑔 = {M𝑝
𝑔 ,M𝑛

𝑔 } is the set of generated
event count maps, and 𝑃𝑔 is the learned distribution of them.M𝑟
and 𝑃𝑟 are defined analogously for real data. (10) is the objective of
Wasserstein GAN [13], which is maximized for the discriminator
𝐷 , and minimized for the threshold learning network.

The discriminator 𝐷 (·), in most previous works, is implemented
with a single, strong network expected to learn all characteristics of
real domain. However, it does not workwell in our case for a number
of reasons. First, GANs are known prone to learn only limited
modes of data distributions, other than full of them [8]. Therefore,
it is expected that local regions of the scene are not treated in
balanced way, with only a few ones (e.g., those with sharp domain
discrepancy) being attended more extensively than others. Second,

generation of events is inherently a low-level process, depending
on local scene statistics such as edges and velocities. Learning a
high-level representation with large context is not necessary, while
easier to cause overfitting due to the more complexities to learn.

Keeping this in mind, we propose to adopt multiple, localized
domain discriminators adapted to different types of local scene
structures. To this end the generated event count maps are parti-
tioned into small, fixed-size local patches. For each local patch, we
analyse the type of its structure, and map it to a particular domain
discriminator handling that structure. Specifically,

𝐷 (P) =
∑
𝑘

1(𝑠 (P) = 𝑘)𝐷𝑘 (P), (11)

where 𝑠 (·) is a hashing function that analyses structure of a patch
P and maps it to the index of the corresponding discriminator.

To efficiently analyse structure of a local patch, we follow [38]
that performs eigen analysis of patch gradients and extract three
attributes: edge orientation, coherence and strength. Such attributes
are tightly related to intensity contrast across image edges, concep-
tually aligning with the factors that affect physical event generation.
We compute them on the patches extracted from the rendered im-
age scene aligned in time with the generated event count maps. For
real events, such image can be obtained in free if a hybrid event
camera is used (e.g., [5]), or reconstructed from events [37].

We only keep the orientation and coherence values while discard
the strengths, since intensity strength is not domain invariant in
image space due to dependence on camera-related factors (e.g., dy-
namic range, sensor blur) or image compression. Instead, we directly
measure the contrast strength in event space:

𝑐 (m) =
∑

p∈P(m)

∑
q∈N(p)

∥∇m (p, q)∥2𝑃∇m (p, q), (12)

where P(m) is the set of local positions of patch m, N(q) is the
set of neighbour positions of p in 4-neighbour system, and ∇(·)
denotes the operator of gradient magnitude. 𝑃∇m represents the
density of gradient magnitude values, evaluated within patch m
by histogram binning. Intuitively, (4) signifies the “focusness” of
events, whose value is large if most events are cluttered to a few
structured positions (e.g., strong edges).

We quantize the orientation, coherence and contrast values by
24, 3, 3, resulting into 216 local discriminators. After extracting
the three values for a patch, it can be thus mapped to a particular
discriminator handling that type. Each discriminator is a small
MLP that consumes the vectorized version of four patch images
(positive and negative event count maps, as well as their gradient
magnitudes), and produce 256, 128, 1 channels.
Discriminator gradient weighting. Since patch distributions of
natural images are not uniform but long-tail [38], there exists cer-
tain structure types rarely sampled. The corresponding discrimina-
tors will be thus insufficiently trained, providing incorrect gradients
to threshold learning. We take this into account, weighting the gra-
dients of different discriminators based on real patch distribution.
Specifically, the weight for the 𝑘th discriminator is

𝜔𝑘 = 𝛼 · 1
𝐾

+ (1 − 𝛼) · 𝑆𝑘∑
𝑘 𝑆𝑘

, (13)
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Table 1: Benchmarking video reconstruction performance trained with different event simulation pipelines on the IJRR [30],
MVSEC [48] and HQF [43] datasets. Top place highlighted in bold.

Dataset IJRR [30] MVSEC [48] HQF [43]
Method E2V [36] S2R [43] E-GAN [49] Ours E2V [36] S2R [43] E-GAN [49] Ours E2V [36] S2R [43] E-GAN [49] Ours

MSE↓ 0.07 0.03 0.06 0.02 0.29 0.11 0.14 0.08 0.14 0.03 0.05 0.04
SSIM↑ 0.61 0.64 0.56 0.68 0.27 0.35 0.34 0.43 0.46 0.58 0.62 0.64
LPIPS↓ 0.28 0.22 0.24 0.22 0.65 0.47 0.52 0.47 0.46 0.26 0.30 0.26

Figure 4: Representative results generated by different approaches. Note that there exists visual gaps between the reconstructed
color with that of reference images, since models are trained on synthetic COCO sequences instead of images from the target
domain. Best viewed with zoom.

where 𝐾 is the number of discriminators, 𝑆𝑘 is the number of
patches sampled for the 𝑘th structure during training. The tradeoff
parameter 𝛼 is set to 0.5 to account for distribution modeling error.

5 EXPERIMENT
5.1 Experimental Protocols
Since the proposed approach aims to generate realistic data to im-
prove model training in downstream tasks, we follow the evaluation
protocols of recent work [43], which sets the save objective with
ours, and evaluate our approach on two tasks: event-based video
reconstruction and optical flow estimation.
Event-to-video reconstruction. We choose the representative
E2V [36] network as the baseline model. As in [43], we train E2V us-
ing the synthetic events from our simulator, and evaluate its recon-
struction performance on three datasets: IJRR [30], MVSEC [48] and
HQF [43]. These datasets are all capturedwith real-world event cam-
eras, each containing minutes to hours of event streams with corre-
sponding reference video frames captured synchronously. On these

datasets we apply three metrics, Mean Square Error (MSE), Struc-
tural Similarity Index (SSIM), and the perceptual metric LPIPS [46],
to quantify the video reconstruction quality.
Optical flow estimation. The event-based flow estimation net-
work EV-FlowNet [50] is chosen as baseline model. Again, we eval-
uate its performance on the same three datasets IJRR, MVSEC and
HQF. Since that groundtruth optical flows are absent in IJRR and
HQF, we follow [43] and use the Flow Warp Loss (FWL), which
quantifies the photometric error by optical warping between con-
secutive frames as a surrogate metric of optical flow quality. We
also report the flow-based metric Average Endpoint Error (AEE) on
MVSEC as it provides groundtruth optical flows.
Benchmarking methods. To the best of our knowledge, S2R [43]
and E-GAN [49] are the only methods in literature that aim to
improve event simulation. We directly compare with the reported
results of S2R on the same datasets and downstream tasks. For
E-GAN, we apply the released model pretrained on the MVSEC
dataset on the synthesized video sequences created from MS COCO
images to generate event streams, on which the downstream task
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Table 2: Benchmarking optical flow estimation performance trainedwith different event simulation pipelines on the IJRR [30],
MVSEC [48] and HQF [43] datasets. Best highlighted in bold.

Dataset IJRR [30] MVSEC [48] HQF [43]
Method EVFlow [50] S2R [43] E-GAN [49] Ours EVFlow [50] S2R [43] E-GAN [49] Ours EVFlow [50] S2R [43] E-GAN [49] Ours

FWL↑ 1.32 1.45 1.43 1.49 1.12 1.30 1.32 1.34 1.20 1.35 1.45 1.48

Table 3: Comparing optical flow estimation results on the sequences fromMVSEC [48], following the same evaluation settings
of [43]. Best highlighted in bold.

Sequence outdoor_day1 outdoor_day2 indoor_flying1 indoor_flying2 indoor_flying3
AEE %Outlier AEE %Outlier AEE %Outlier AEE %Outlier AEE %Outlier

Zeros 4.31 0.39 1.07 0.91 1.10 1.00 1.74 0.89 1.50 0.94
EVFlow∗ 0.49 0.20 – – 1.03 2.20 1.72 15.10 1.53 11.90
S2R 0.68 0.99 0.82 0.96 0.56 1.00 0.66 1.00 0.59 1.00
E-GAN 0.59 1.00 0.69 0.97 0.60 1.00 0.75 1.00 0.64 1.00
Ours 0.53 1.00 0.68 0.97 0.49 1.00 0.64 0.99 0.54 1.00
∗ The baseline EVFlow is trained on the sequence outdoor_day2, leading to the absence of evaluation on it.

Table 4: Ablation analysis of the proposed divide-and-
conquer domain discrimination scheme. See text for details.

Setting KL-div. 𝜇𝜃 diff. 𝜎𝜃 diff.

w/o divide-and-conquer 5.46 0.14 ± 0.22 0.14 ± 0.25
w/o re-weighting 1.87 0.03 ± 0.04 0.04 ± 0.06
full model 1.50 0.01 ± 0.04 0.02 ± 0.04

networks are trained. The trained E2V and EVFlow models are
served as strong baselines.
Implementation details.During training, we randomly select im-
ages from the COCO dataset and real event streams from the target
event dataset. We render 5620 sequences using COCO images, each
contains 10 frames, with 0 ∼ 30 foreground objects. We generate
event streams of 1/30 second and sample real event streams with
same time length. We train our simulator using AdaBelief [53] opti-
mizer for 200 epochs, using initial learning rate 4e-4 with warmup
strategy at the beginning, gradually decayed to zero by cosine an-
nealing [27]. Training is distributed on 4 GTX1080TI GPUs, each
holding a batch of 12 sequences. We train E2V and EVFlow follow-
ing the same settings of [43].

5.2 Comparisons on Downstream Tasks
Tab. 1 summarizes the quantitative comparison results on event-
based video reconstruction. The proposed approach achieves the
leading place in nearly all the metrics on all the datasets. Partic-
ularly, it shows large improvements on SSIM, indicating that our
approach possesses the minimal distoration of scene structures.
In Fig. 4, we illustrate representative video reconstruction results
generated by different approaches from the same sets of event
streams. While the original E2V does not generate plausible details
and local contrast, S2R and E-GAN presents distorted local details.
Trained with events synthesized by the proposed simulator, the
best video reconstruction quality is achieved, demonstrating the
effectiveness of better domain-adapted training data.

Table 5: Analysing patch structure attributes for domain
adaptation. See text for details.

Angle Contrast Coherence KL-div. 𝜇𝜃 diff. 𝜎𝜃 diff.

2.68 0.04 ± 0.04 0.11 ± 0.06
✓ 2.64 0.05 ± 0.04 0.07 ± 0.06

✓ 10.80 0.06 ± 0.04 0.17 ± 0.10
✓ 7.23 0.01 ± 0.10 0.09 ± 0.09

✓ ✓ 1.61 0.03 ± 0.05 0.04 ± 0.05
✓ ✓ 1.53 0.03 ± 0.03 0.04 ± 0.03

✓ ✓ 2.03 0.01 ± 0.05 0.05 ± 0.05
✓ ✓ ✓ 1.50 0.01 ± 0.04 0.02 ± 0.04

The optical flow estimation results trained with different data
simulation pipelines are summarized in Tab. 2 and Tab. 3. Our
approach achieves the best performance (note that for the FWL
metric defined in [43], larger indicates better). From Tab. 3, the pro-
posed approach indeed benefits practical flow estimation through
evaluations with groundtruth real-world flows.

Specifically, the proposed simulator boosts the state-of-the-art
performances on event-based video reconstruction and optical flow
estimation up to 22.9% and 2.8%, respectively. More visual compar-
isons and the per-sequence quantitative results are referred to our
supplementary material.

5.3 Performance Analysis
In this section, we look into how the proposed framework works,
via a series of dedicated experiments.
Ablation study of divide-and-conquer discrimination. First,
we justify the design choices of the proposed divide-and-conquer
domain adaptation. We design a synthetic experiment using a sub-
set of virtually rendered video sequences to generate event streams
with a globally uniform contrast threshold distribution (𝜇𝜃 = 0.2,
𝜎𝜃 = 0.05), which is treated as the target domain. The training
task is thus to align the learned threshold distributions with the
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Figure 5: Domain alignment performance as a function of
patch size in domain discrimination. See text for details.

Figure 6: Visualizing learned contrast threshold distribu-
tions. See text for details. Best viewed in color.

synthetic one, which can be quantitatively evaluated by measur-
ing the KL-divergence between the predictive and “groundtruth”
distributions, or the absolute difference between the distribution
variables. In Tab. 4, w/o divide-and-conquer represents the variant
with only global domain alignment with a single discriminator,
while w/o re-weighting excludes the discriminator re-weighting
scheme. Clearly these variants lead to drop of performance, demon-
strating the effectiveness of these designs.
Analysing the contributions of structural patch attributes.
In Tab. 5, we summarize the results by isolating one or more types
of patch structure attributes in the discriminator division, under
the same synthetic experimental setting. It shows that isolating
any attribute harms the final result, suggesting that these attributes
have complementary effect. It also shows that angle and contrast
are the most dominant attributes, as excluding any of them makes
the result degenerate significantly.

We further analyse the impact of different patch sizes for domain
discrimination. In Fig. 5, we illustrate the distribution gaps as a
function of patch size. As discussed earlier, too large patch size,
though rich context, will not improve the performance for event
stream simulation. Empirically we find patches with 40 pixels in
each border perform best in our experiments.

Figure 7: Comparisons on domain adaptation capability of
different simulation pipelines in real dark light scenario, us-
ing video reconstruction as downstream task.

Visualizing the learned contrast thresholds.To seewhat thresh-
old maps are generated by the proposed approach, we visualize one
such example on simulating real-world events in Fig. 6. We train
the simulator to generate adapted event streams that are aligned
with the real ones captured from an outdoor scene. The simulator
correctly generates similar event representations (comparing (b)
and (c)). Meanwhile, the contrast distribution maps, as shown in (d)
and (e), present clear edge-aware effect. Note that this somewhat
deviates from real event distributions, as event cameras are only
aware of change of illumination but not real scene structures. This
may be caused by the simplification of event contrast modeling,
which is remedied with the emphasis of scene edges during the
learning process.
Visual comparisons on real low-light scenes. Generally, low-
light scenes are difficult to handle in computational photography
since that the starving light causes large noise variance and compli-
cates the noise structure. To illustrate the advantage of the proposed
approach in this challenging scenario, we capture 20 sequences of
real-world low light scenes, each lasts for about 2 minutes. We train
different approaches to adapt to this dataset, compare the perfor-
mance visually in Fig. 7 (since that groundtruth clean images are
difficult to collect in low light). The results show that the proposed
approach generates cleaner results with less noise and improved
details. More results can be found in our supplementary material.

6 CONCLUSION
In this paper, we propose a novel learning-based event camera sim-
ulator that automatically adapts to a target domain of real-world
event streams. To achieve this, we propose learnable modules of
contrast threshold modeling/sampling and efficient event stream
rendering. A divide-and-conquer domain alignment scheme is fur-
ther proposed to transfer the target-domain characteristics to the
simulator in content-adaptive, localized manner. The proposed ap-
proach improves the state-of-the-art performances of event-based
video reconstruction and optical flow estimation significantly, by
training models on the event streams synthesized from it.

Through this work, we would like to ease the manual efforts on
tuning event camera simulators, as well as open a way of learning
event stream formation in principled manner. Our future interest
lies in learning task-specific event stream simulation, benefiting the
ultimate task performance more straightforwardly with simulation
policy searching techniques (e.g., reinforcement learning).
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